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Abstract—Task and motion planning (TAMP) integrates
high-level task planning and low-level motion planning to
equip robots with the autonomy to effectively reason over
long-horizon, dynamic tasks. Optimization-based TAMP fo-
cuses on hybrid optimization approaches that define goal
conditions via objective functions and are capable of han-
dling open-ended goals, robotic dynamics, and physical
interaction between the robot and the environment. There-
fore, optimization-based TAMP is particularly suited to
solve highly complex, contact-rich locomotion and manip-
ulation problems. This survey provides a comprehensive
review on optimization-based TAMP, covering first, plan-
ning domain representations, including action description
languages and temporal logic, second, individual solution
strategies for components of TAMP, including AI planning
and trajectory optimization (TO), and finally, the dynamic
interplay between logic-based task planning and model-
based TO. A particular focus of this survey is to highlight
the algorithm structures to efficiently solve TAMP, espe-
cially hierarchical and distributed approaches. In addition,
the survey emphasizes the synergy between the classical
methods and contemporary learning-based innovations,
such as large language models. Furthermore, the future
research directions for TAMP is discussed in this survey,
highlighting both algorithmic and application-specific chal-
lenges.
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I. INTRODUCTION

IN RECENT years, robotic systems are rapidly transitioning
from structured factory floors to unstructured human-centric

environments. To this end, the demand continues to grow for
a planning system that enables robots to efficiently perform
complex, long-horizon tasks, as exemplified in Fig. 1. To achieve
this level of autonomy, robots must be capable of generating and
executing feasible and efficient motion plans that allow them to
interact with their environment and complete assigned tasks.
This complex problem is often framed as robot task and motion
planning (TAMP), which breaks a complex, often intractable
planning problem into a hybrid symbolic search and a set of local
motion planning problems, where each subproblem is tractable
to solve.

The main research focus in TAMP is to develop appropriate
problem representations and algorithms that efficiently synthe-
size both symbolic and continuous components of the planning
problem [2]. In the existing literature, there are three mainstream
classes of TAMP methods: 1) constraint-based TAMP [4], [5],
2) sampling-based TAMP [6], [7], and 3) optimization-based
TAMP [8], [9]. Constraint- and sampling-based TAMP char-
acterizes the problem as a set of goal conditions. The solutions
are typically found via constraint satisfaction or sampling-based
approaches [10], which satisfy the defined goal conditions, but
often cannot evaluate or compare the quality of the generated
plan or the final state due to the lack of objective functions.
In many robotics problems, goals are often expressed as an
objective function rather than an explicitly defined set of states.
For example, “given a number of rectangular blocks on the
table, build a stable structure that is as tall as possible with
minimal robot control effort.” This is challenging for tradi-
tional sampling-based methods, which often require explicit
goal definition and do not have mechanisms to compare plan
qualities. As an exception, a specific class of sampling-based
motion planning [11] have been proposed to address optimal
planning using RRT∗ and PRM∗ [12], [13]. However, the com-
plexity and expressiveness of the objective functions are often
limited to simple costs, such as path length, time, and energy
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Fig. 1. Optimization-based TAMP enables dynamic locomotion and
manipulation behaviors in complex environments: (a) bipedal robot loco-
manipulation [1]; (b) mobile robot table-top manipulation [2]; (c) long-
horizon multi-agent collaboration [3].

TABLE I
COMPARISON BETWEEN OPTIMIZATION-BASED VS SAMPLING-BASED TAMP

METHODS

consumption [14]. A comparison between optimization and
sampling-based TAMP methods is presented in Table I. For
clarification, the scope of this survey focuses on optimization-
based TAMP, which naturally defines an objective function for
representing the plan quality, in addition to task- and motion-
level constraints. This framework enables us to represent and
solve a broad range of tasks with complex objective functions.

Optimization-based TAMP optimizes the objective function
while adhering to constraints imposed by the robot kinematics
and dynamics at the motion planning level and the discrete logic

at the task planning level. This motivates the formulation of
optimization-based TAMP as a hybrid optimization problem.
Optimization-based TAMP naturally incorporates model-based
trajectory optimization (TO) methods in motion planning, which
allow the planning framework to encode complex robot dy-
namics, leading to not only feasible but also natural, efficient,
and dynamic robot motions. This is especially important for
contact-rich applications, such as long-horizon robot manip-
ulation [15] of objects with complex geometry and frictional
properties [16], [17], and dynamic locomotion over uneven
terrains [18], [19], [20], [21]. In addition, optimization-based
TAMP allows the inclusion of more complex objective func-
tions and constraints (e.g., nonlinear and nonconvex ones),
enabling the robot to achieve various robot behaviors, thereby
enhancing the applicability of robotic systems in real-world
deployments.

However, the hybrid optimization problems formed by
optimization-based TAMP are often computationally in-
tractable. A successful planning algorithm needs to simulta-
neously overcome the combinatorial complexity at the task
planning level, and the numerical complexity at the motion
planning level. As such, a common theme in optimization-based
TAMP is to tradeoff between the complexity of the optimization
and comprehensiveness of the information included in the plan-
ning problem. Either extreme of this tradeoff tends to degrade
either the quality or the computational efficiency of the resulting
robot plans. In addition, optimization-based TAMP faces several
limitations comparing to sampling-based methods as follows:

1) it is sensitive to the initial and goal conditions of the
problem setup, which can lead to failures in complex
environments, such as complex obstacle geometry or
difficult terrain, where certain initial and goal conditions
can make it particularly challenging to find the optimal
solution;

2) the optimization results can be dependent on the initializa-
tion of decision variables, which might cause the planner
to get stuck in local optima;

3) optimization-based methods are not complete, meaning
they cannot discover infeasible problems.

Therefore, the challenge remains to improve the robustness
of optimization-based TAMP and bridge the gap between plan-
ning for long-horizon tasks [22], [23] and generating highly
dynamic robot behaviors, showcased in model-based optimal
control strategies [24], [25], [26]. The integration of learning-
based approaches in TAMP has become a significant research
trend, as learning-based approaches offer considerable promise
for enhancing the scalability and generalizability of classical
TAMP methods. Leveraging learning as heuristics improves
the efficiency of classical methods. For example, action fea-
sibility checks during the task sequence search process can be
accelerated by a neural feasibility classifier [27], [28]. As an
alternative method, generative models offer promising avenues
to effectively replace certain components within the classical
methods, as illustrated by learned task sequence generation from
visual input [29] and the use of large language models (LLMs)
for domain knowledge representation and planning [30], [31],
[32]. Along another line of research, reinforcement learning
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Fig. 2. Overview of the problem structures and related algorithms in optimization-based TAMP discussed in this survey paper.

(RL)-based skill learning has been studied in conjunction with
the symbolic interface of a task planner, resulting in reusable
skill learning that is generalizable across long-horizon tasks [33],
[34].

A. Survey Goals and Roadmap

This work is inspired by and builds upon previous surveys in
TAMP [2], [10], [35], [36], but carries the unique overarching
goal of reviewing the historical background and state-of-the-art
optimization-based TAMP, and illustrating the connection be-
tween classical methods and the recent development in learning
methods. Portions of this work are inspired by recent surveys
in other relevant areas, such as logic programming [23], formal
methods [37], distributed optimization [38], and TO for legged
locomotion [24]. In addition, research contributions originated
from 19 countries are highlighted to provide a global research
landscape on TAMP innovations (see Fig. 3).

We aim to provide discussion, promising solutions, and future
trends in the following questions.

1) Q1: Why are optimization-based methods important for
TAMP? What are the benefits?

2) Q2: How will solutions for each individual component
of optimization-based methods inform the strategies to
solve integrated TAMP?

3) Q3: What common structures are observed in
optimization-based TAMP problems, and which tools
and strategies can exploit these structures to efficiently
generate long-horizon, dynamic robot plans?

4) Q4: How to leverage machine learning algorithms to
enable robust, and generalizable TAMP frameworks?

Q1 and Q2 motivate us to explore the key components and
critical features of optimization-based TAMP, including prob-
lem formulation (see Section II), domain representation (see
Section III), task planning (see Section IV), and motion planning
(see Section V). Q3 seeks to present the current strategies
and remaining challenges of optimization-based TAMP (see
Section VI), and inspire improved TAMP frameworks that ef-
ficiently manage complex task structures and robot dynamics.

Fig. 3. Percentage statistics sorted by countries of origin. In total, 182
references that directly address TAMP are included.

A particular focus of the discussion is on the interaction be-
tween task planning and motion planning layers. Q4 addresses
advancements in learning-based methods with the intent of syn-
thesizing these elements for the enhancement of TAMP frame-
works. The discussion on Q4 is interleaved with the classical
methods to place the learning approaches into proper context.
An overview of the structure of the survey is illustrated in
Fig. 2.

Q1–Q3 serve as an effective introduction for early-stage
researchers new to the TAMP field, but also provide background
information for experts in one or more of the TAMP compo-
nents looking to explore an integrated optimization-based TAMP
framework. Q4 provides important context for machine learning
experts on how to combine learning techniques with classical
TAMP. For the research groups currently exploring classical
TAMP, this survey provides a systematic overview of the recent
works in learning methods.

Finally, we offer our outlook on the potential future research
directions in TAMP (see Section VII), including the challenges
in incorporating LLMs and skill learning in TAMP, as well as
under-explored application areas, such as loco-manipulation and
human–robot collaboration (HRC).
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II. PRELIMINARIES

In this section, we present the assumptions and definitions
involved in optimization-based TAMP, as well as a motivating
example that will be used throughout the survey.

A. Assumptions

The following assumptions, adapted from [22], are made to
formulate a basic definition for optimization-based TAMP:

1) A1. Deterministic Transitions: If a symbolic action is ap-
plicable to a symbolic state, applying the action brings the
deterministic symbolic transition system to a single other
symbolic state, similarly for the application of continuous
control.

2) A2. Known Models and Objectives: The planner has
complete knowledge about the continuous state transition
system and the continuous dynamic system, as well as the
objective function before the planning process begins.

3) A3. Fully Observable Environments: The planner has
complete knowledge about the symbolic and continuous
states.

4) A4. Sequential Plans: The solutions to a TAMP problem
are two linearly ordered finite sequences of symbolic
actions and continuous controls, respectively.

In some extensions of the optimization-based TAMP prob-
lems, certain assumptions may not be satisfied. For example,
in planning problem with probabilistic operators [39], the sym-
bolic transitions are not deterministic, relaxing A1; in RL-based
TAMP, a prior world model is unavailable, relaxing A2; in a
TAMP framework incorporating visual input [29], the mapping
function between observation and state is often learned implic-
itly or explicitly, relaxing A3. These variants present unique
additional challenges due to the relaxation of certain assump-
tions. Nevertheless, the principles and patterns underscored
throughout this survey retain their relevance and applicability,
even in these more complex scenarios.

B. TAMP as Joint Optimization

The optimization-based TAMP problem can be viewed as a
joint optimization between task planning and motion planning.
The optimization at two different levels are interconnected by
constraints in both decision variables and cost functions.

The task planning domain is defined as Dt, with a set of
symbolic states S , and a set of actions A. Each symbolic state
s ∈ S is defined by the values of a fixed set of discrete variables;
each action a ∈ A specifies a state transition sk+1 ∈ γ(sk, ak),
where k = 1, . . . ,K is the index of the discrete mode of the
task planner. A task planning problem is represented by a task
planning domain Dt an initial state sinit ∈ S , and a set of goal
states Sgoal ⊆ S . A task plan consists of a symbolic state-action
sequence of length K: 〈S,A〉 = 〈s0, a0, s1, a1, . . . , aK−1, sK〉,
where s0 = sinit, sK ∈ Sgoal.

The motion planning domain is defined as Dm. The contin-
uous robot state at the tth knot point of the trajectory is rep-
resented by xt = [qt, q̇t] ∈ R2n, where qt, q̇t ∈ Rn represent
the generalized configuration and velocity of the robot. The

control input is ut ∈ Rm. The discretized dynamics of the robot
is denoted as xt+1 = f(xt,ut). The cost function at time t is
L(xt,ut) → R, which maps the state-control pair 〈xt,ut〉 to
a real number. In addition, 〈xt,ut〉 is constrained by various
factors, such as joint limits, torque limits, and robot collision.
These constraints are denoted as g(xt,ut) ≤ 0.

The planning domain of the TAMP problem is jointly de-
fined by the task planning domain Dt and the motion plan-
ning domain Dm. Each symbolic state s ∈ S represents a
manifold X s in the continuous state space, which is speci-
fied by the state mapping function M : X s = M(s). A sym-
bolic state transition 〈sk, a, sk+1〉 corresponds to a contin-
uous trajectory representing the robot motion: 〈Xk,Uk〉 =
〈xk,0,uk,0,xk,1,uk,1, . . . ,uk,Tk−1,xk,Tk

〉. To achieve the sym-
bolic state transition, the entire trajectory must lie within the
manifold indexed by sk: xt ∈ X sk ∀ t ∈ [0, Tk], while the final
state of the kth trajectory should lie on the intersection between
the manifolds indexed by sk and sk+1: xTk

∈ X sk ∩ X sk+1 and
trigger the mode transition.

Given the planning domains 〈Dt,Dm〉, the initial states
〈sinit,xinit

0 〉 and goal states 〈Sgoal,xgoal
K 〉, the optimization-

based TAMP problem is formulated as a joint optimization of the
task-level decisions and the motion-level trajectory segments

min
〈S,A,X1:k,U1:k〉

K−1∑

k=0

Tk−1∑

t=0

Lpath(xk,t,uk,t) + Lgoal(xk,Tk
)

s.t. s0 = sinit, sK ∈ Sgoal (1a)

∀k ∈ {1, . . . ,K − 1} ∀t ∈ {0, . . . , Tk − 1}
ak ∈ A, sk+1 = γ(sk, ak) (1b)

xk,t+1 = f(xk,t,uk,t) (1c)

xk,0 = xinit
k , xk,Tk

= xgoal
k (1d)

xk,t ∈ X sk , xk,Tk
∈ X sk ∩ X sk+1 (1e)

gk(xk,t,uk,t) ≤ 0, hk(xk,t,uk,t) = 0. (1f)

In this formulation, task planning and motion planning in-
form each other as they contain different subsets of the TAMP
problem. Symbolic states in TAMP correspond to manifold con-
straints in the continuous domain, while symbolic actions define
transitions and constraints for motion planning. The sequence
of actions, or the plan skeleton, guides the trajectory planning
process by defining the sequence of mode transitions to be
achieved. Conversely, motion planning informs task planning
by providing geometric information, action feasibility, and cost
evaluations, ensuring that task decisions are realizable at the
motion level.

C. Motivating Example

We introduce a tabletop manipulation task as a representative
example to illustrate the formulations and algorithms discussed
in this survey. As illustrated in Fig 4, the task involves a robot
manipulator, denoted as R, and three distinct movable objects
labeled as A,B,C. The primary objective of this task is to stack
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Fig. 4. Illustration for the table top manipulation example: (a) initial
state and (b) one possible final state.

the objects such that the final height of object A is maximized.
In addition, the robot should exert a minimal amount of control
effort to achieve this task.

To quantitatively evaluate the performance of the manipulator
in executing the task, we define an objective function. This func-
tion encompasses two distinct components: the path cost, which
quantifies the control effort exerted by the robot throughout
the task execution; the terminal cost, which measures the final
elevation achieved by object A at the conclusion of the task.
The objective function is then constructed as a weighted sum of
these individual costs, providing a holistic measure of the task’s
efficiency and effectiveness.

Throughout the survey, we will enrich the initial tabletop
manipulation task with various extensions to demonstrate the
practical considerations of the discussed algorithms and formu-
lations.

III. PLANNING DOMAIN REPRESENTATION

In real-world scenarios, planning domain representation de-
mands formulating declarative knowledge about environments,
robots, objects, their interrelationships, and task goals, along-
side integrating continuous-domain knowledge, such as robot
configurations and object placement. Converting this knowledge
into an optimization-based formulation requires a standardized
interface, which ensures seamless integration by transforming
varied input knowledge into an encoded form that can be ef-
fectively utilized by optimization algorithms. Therefore, this
interface bridges the gap between real-world complexities and
optimization-based TAMP.

Traditional methods for planning domain representation have
been adopted from both the AI planning and temporal logic
communities [23]. These methods generally involve the use of
logic. Section III-A presents AI planning techniques that often
employ domain-independent action description languages, such
as the planning domain definition language (PDDL), which are
widely interfaced with state-of-the-art task planners. Temporal
logic approaches (see Section III-B), utilizing formalisms, such
as linear temporal logic (LTL) [40], [41], signal temporal logic
(STL) [42], and metric temporal logic (MTL) [43], have been
extensively used to express time-dependent behaviors and con-
straints.

One drawback of these traditional logic-based formalisms is
that the domain representations are generally hand-specified by
expert users. Therefore, a recent trend is to use learning-based
methods to automatically encode domain knowledge for TAMP

(see Sections III-C and D). These methods include the learning
of symbolic operators, which can model the preconditions and
effects of actions based on previous experiences. Furthermore,
LLMs have been explored to process and interpret natural
language inputs, providing a novel method for encoding the
planning domain in a more intuitive and accessible format.

A. AI Planning

The task planning problem with discrete planning domains
has long been the focus of the AI planning community. Ghallab
et al. [22] provided a comprehensive discussion of task planning
representations and algorithms in the AI planning perspective.

PDDL [44], [45] is a standard language extensively used
in the AI planning community for encoding a task plan-
ning problem. It offers a compact and domain-independent
syntax that aids in the clear delineation and representa-
tion of the task planning problem. An action a ∈ A(S) in
PDDL is expressed as a tuple consisting of five components:
〈name(a), param(a), pre(a), eff(a), cost(a)〉 as follows.

1) name: name of the action.
2) param: discrete and continuous parameters involved to

evaluate pre(a) and eff(a).
3) pre: a set of predicates that represent a set of facts that

must be satisfied before the action can be applied.
4) eff: a set of predicates that represent a set of facts that

must be satisfied after the action is applied.
5) cost: cost of the action represented by a positive scalar.

Classically, PDDL only supports a deterministic, discrete,
and nontemporal world model [45]. Historically speaking,
multiple versions and extensions of PDDL have been de-
veloped to improve its expressiveness. Numerical expres-
sions, plan metrics, and temporal planning are introduced in
PDDL2.1 [46]. The latest official version is PDDL3.1 [47],
which includes more elements of modern planning problems,
such as state-trajectory constraints, soft constraints, and object-
fluents. Among the PDDL extensions, hybrid system planning is
handled in PDDL+ [48]; probabilistic operators are introduced
in PPDDL [49]; and multiagent planning is included in MA-
PDDL [50].

Within the context of TAMP, PDDL undergoes certain mod-
ifications to accommodate the inherent complexity of the do-
main. For robotics problems, additional continuous parameters
are often introduced into the planning domain. The values of
predicates in both the precondition, pre(a), and the effect,
eff(a), can be functions of these continuous variables, such
as robot poses or the continuous trajectory taken by the robot.
Furthermore, the cost of an action may be defined as a function
of the continuous trajectory. This expanded use of PDDL allows
for a more detailed and nuanced representation of planning
problems, enabling the bridging of symbolic task planning and
continuous motion planning.

Example: The block stacking example can be represented by
a hybrid AI planning stacking domain with five distinct ac-
tions, as seen in Fig. 5. The move-holding and move-free
actions allows the manipulator to move along a collision free
trajectory with or without holding an object. The pick action
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Fig. 5. Hybrid block stacking problem expressed in a PDDL-style ac-
tion description language.

allows the robot to pick up an object that is on the table. The
place action allows that robot to place the object it is currently
holding onto the table. The stack action allows the robot to
stack one object on top of another. Note that the actions are
represented in a templated manner, which provides a compact
representation of the planning problem. At the planning time, the
actions are instantiated into grounded representations associated
with specific robots and objects.

B. Temporal Logic

Temporal logic formalism provides concise expressions for
temporal relations between symbolic expressions. One of the
most popular classes of temporal logic in robotic applications
is LTL [40], [41], which assumes a linear sequence of event,
as opposed to the more complex nonlinear temporal logic (e.g.,
computation tree logic [51]). The syntax of LTL contains a set
of propositional variables AP , boolean operators ¬ (negation),
∧ (conjunction), ∨ (disjunction), and a collection of temporal
operators. The most common temporal operators are as follows:

1) eventually ♦ϕ: ϕ will hold true at some point in the
future;

2) next©ϕ: ϕ is true at the next time step;
3) always �ϕ: ϕ has to be true for the entire path;
4) until ϕ1Uϕ2: ϕ1 has to hold true at least until ϕ2

becomes true;

5) release ϕ1Rϕ2: ϕ2 holds true until ϕ1 becomes true.
One limitation of LTL formula is that only boolean variables

and discrete time evaluation is allowed. Several extensions of
LTL have been proposed to enable real-time and real-valued
expressions. MTL [43] extends LTL to real-time applications by
allowing timing constraints. STL [42] further extends MTL to
allow formula evaluation over continuous real-valued signals,
which enrich the temporal logic formalism to specify hybrid
planning problems in TAMP.

For STL, let y : R≥0 → Rn be a signal and t ∈ R≥0 be a
time. Let (y, t) := (y, [t,∞)) denote the suffix of the signal.
Let π represent an atomic predicate of the form μπ(y) ≥ 0. The
satisfaction of an STL formula ϕ at time t for signal y is defined
as follows:

1) (y, t) |= π ⇐⇒ μπ(y(t)) ≥ 0;
2) (y, t) |= ¬ϕ ⇐⇒ (y, t) �|= ϕ;
3) (y, t) |= ϕ1 ∧ ϕ2 ⇐⇒ (y, t) |= ϕ1 and (y, t) |= ϕ2;
4) (y, t) |= ϕ1 ∨ ϕ2 ⇐⇒ (y, t) |= ϕ1 or (y, t) |= ϕ2;
5) (y, t) |= �[t1,t2]ϕ ⇐⇒ ∀t′ ∈ [t1, t2], (y, t

′) |= ϕ;
6) (y, t) |= ♦[t1,t2]ϕ ⇐⇒ ∃t′ ∈ [t1, t2], (y, t

′) |= ϕ;
7) (y, t) |= ϕ1U[t1,t2]ϕ2 ⇐⇒ ∃t′ ∈ [t1, t2], (y, t

′) |= ϕ2 ∧
∀t′′ ∈ [t1, t

′], (y, t′′) |= ϕ1.
The robustness degree ρ(y, ϕ, t) of STL is often used to

quantify how well a given signal satisfies or violates an STL
specification. The mathematical definition of robustness degree
can be found in [52].

Encoding STL formula as mixed-integer constraints: The
STL specification can be encoded into mixed-integer constraints
using the big-M method [53]. The overall idea is that for each
predicate π, a binary variable zπt is created at time t, where 1
corresponds to true and 0 corresponds to false. Using the big-M
method, the robustness degree ρ can be represented with the
inequality

μπ(y(t))−Mt(1 − zt) ≥ εt, μ
π(y(t))−Mtzt ≤ εt (2)

where Mt is a sufficiently large constant for all predicates at
time t, Mt ≥ maxπ μ

π(y(t)), and εt is a sufficiently small
positive constant that bounds μπ(y(t)) away from 0. Using the
big-M method, the boolean operations, such as disjunction and
conjunction are represented by the following:

z =

nz∧

i=1

zi =⇒ z ≤ zi, i = 1, . . . , nz (3)

z =

nz∨

i=1

zi =⇒ z ≥
nz∑

i=1

zi. (4)

Kurtz and Lin [54] proposed a tree structure for STL formulas,
resulting in a more efficient encoding that uses fewer binary
variables. In comparison to the big-M method, the smoothed
approximation approaches, introduced in Section VI-B, repre-
sent the STL specifications as continuous constraints via the
robustness degrees.

Example: To express the block stacking problem in STL,
we first define the signals and predicates and then express the
planning domain using STL formulas. The continuous states
and controls in the planning domain are represented as signals
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Fig. 6. Tabletop manipulation example expressed in STL.

in STL. We define signals pA(t),pB(t),pC(t) to be the 3-D
positions of objectsA,B,C, and signaly(t) = [q(t);u(t)] to be
the joint angles and torques of the robot manipulator at time t. In
addition, the gripper state is represented by signal g(t) ∈ {0, 1},
where 0 means the gripper is closed and 1 means it is opened.
Note that, STL has to instantiate each object individually, which
is different from the templated representation in PDDL. The
following example in Fig. 6 provides one instantiation for each
type of predicate.

C. Learning Operators and State Abstractions

To facilitate the search for task plan in solving TAMP prob-
lems, researchers propose learning symbolic operators, where
probabilistic transition models are evaluated. In addition, learn-
ing state abstractions studies the intrinsic structure of the task,
such as hierarchical structure and object importance, in order to
help decompose the large search space into two or more levels
of abstractions.

Learning operators: Silver et al. [39] proposed to learn sym-
bolic operators for TAMP using a relational learning method,
where the demonstration data is first converted to symbolic
transitions with defined predicates, and then the effects and pre-
conditions are discovered by grouping transitions with similar
effects. To alleviate the burden of hand-engineered symbolic
predicates, Silver et al. [55] further proposed to learn the sym-
bolic predicates and the operators jointly from the demonstration
data by optimizing a surrogate objective that relates to planning
efficiency. To improve the generalization over novel objects,
Chitnis et al. [56] introduced neuro-symbolic relational tran-
sition models, where high-level planning is achieved through
symbolic search, and the learned action sampler and transition
models are used to generate continuous motion.

Learning state abstractions: State abstractions have also been
studied to further improve the efficiency and generalization
of TAMP systems. Chitnis et al. [57] introduced a method
for acquiring context-specific state abstractions. This approach

focuses on considering only task-relevant objects, streamlining
the planning process and improving adaptability across dif-
ferent scenarios, Silver et al. [58] developed a graph neural
network (GNN)-based framework to predict object importance,
thus allowing the planner to efficiently search for a solution
while only considering the objects that are relevant to the task
goal. Zhu et al. [59] proposed a hierarchical framework that
constructs the symbolic scene graph and geometric scene graph
from visual observations for representing the states, which are
used for generating task plans and motion plans. Wang et al. [60]
suggested utilizing extensive datasets to enhance generaliza-
tion. They adopt a two-step approach, commencing with the
pretraining of visual features through symbolic prediction tasks
and semantic reconstruction tasks. Subsequently, they employ
the latent feature derived from this pretraining to learn abstract
transition models, which in turn aid in guiding the task plan
search process.

D. Generating Domain Knowledge by LLMs

Generating domain knowledge for planning methods, includ-
ing action descriptions and goal specifications, typically re-
quires manual input from human experts using specific declara-
tive languages like PDDL. Manually encoding action description
knowledge for task planners can be a tedious process. It requires
extensive domain knowledge from human experts and must
be regularly maintained to adapt to domain changes. It is a
long-standing challenge of generating domain knowledge for
autonomous agents (including robots) with minimum human
involvement. Recent advances in LLMs have demonstrated the
great potential of automating this process across various plan-
ning scenarios.

Generating action description by LLMs: The strategy for
generating action descriptions can be divided into two cate-
gories. The first involves LLMs revising existing action de-
scriptions to adapt them to different domains and situations.
For instance, Ding et al. dynamically enrich original domain
knowledge with task-oriented commonsense knowledge ex-
tracted from LLMs [61]. The second category involves LLMs
directly creating new action descriptions for planning. Here,
researchers may employ various prompting methods to enhance
generation performance. Examples of such methods include
specifying detailed prompts that guide the generative model
toward producing outputs that are more aligned with the desired
outcome [31], [62], and integrating structured data through
programming languages to provide a clear context or framework
for the generation [63]. A major challenge in this area is ensuring
the practicality of these generated descriptions in real planning
systems, given the variability of LLM outputs. To address this,
researchers deploy various evaluation methods, including sim-
ulations [64], comparison against predefined actions [32], or
human assessments, to filter the most viable outcomes [65].

Generating goal description with LLMs: Existing studies aim
to translate objectives stated in natural language into specific
formats, such as PDDL [62], [66] or LTL [67]. This process
is challenging, requiring understanding of context, adherence to
syntax to avoid errors that may lead to failure, and alignment with
the particular domains and problems. Like action description
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Fig. 7. Tabletop manipulation example expressed in LLM prompt.

generation, this requires various prompting methods, such as
including examples in the prompts [62], [66]. Learning methods
are also used to translate natural language directives into LTL
specifications, with minimal need for human-annotated training
data [67]. Unlike others, AutoTAMP [68] employs LLMs to
translate task requirements into goals, which can be applicable
at both task and motion levels. Fig. 7 illustrates an example of
translating natural language into goal specification.

IV. TASK PLANNING

Task planning focuses on determining sequences of actions
to achieve specific goals using symbolic method. Traditionally,
classical AI planning methods address this using graph search
algorithms with specialized heuristics. Alternatively, temporal-
logic-based techniques, especially those using LTL, employ
automata theory and reactive synthesis to generate discrete
decision sequences. However, the aforementioned classical AI
planning and temporal-logic-based approaches are not without
limitations. One major challenge is the combinatorial complex-
ity that arises when dealing with large-scale planning problems.
This complexity can severely hamper the scalability and effi-
ciency of planning algorithms.

To address these challenges, recent advancements in the
field aim to bypass the combinatorial bottleneck by leverag-
ing learned models to guide the task sequence search. These
approaches utilize insights from learned models, incorporating
task decompositions, action affordances, and the effects of skills.
Notably, the advent of LLMs has introduced new methodologies.
LLM-native planning derives strategies directly from data, while
LLM-aided techniques synergize these models with established
planning systems. The fusion of classic algorithms with state-
of-the-art machine learning encourages a promising evolution
in task planning algorithms.

A. Classical Task Planning

Classical task planning, as described by Ghallab et al. [22],
refers to the problem of planning for a deterministic, static,
finite, and fully observable state-transition system with restricted

goals and implicit time. The most straightforward task planning
algorithms are state-space search methods. In this paradigm, the
search space is a subset of the state-space itself, where each
node in the search represents a state, and each edge symbol-
izes a transition. The state-space search typically results in a
sequential path traversing the state space, effectively detailing
the progression from an initial state to a goal state. State-space
search is particularly relevant to the field of TAMP, as the
underlying motion planning algorithm inherently operates on
state space. The key considerations for algorithm design include
the identification of appropriate search space, the selection of
efficient algorithms, and the determination of suitable heuristics
to guide the search process.

The search heuristics in classical AI planning can be seen
as the relaxation of the exact search problem. In practice, the
heuristics design often involves a tradeoff between computa-
tional cost and informativeness of the heuristics. The works
in [69] and [70] employ heuristics based on the idea of state
reachability relaxation, where the heuristics are computed by
constructing a relaxed planning graph starting at state s, and
all negative effects of operators are ignored when growing the
graph. Therefore, the resulting planning graph has the properties
of monotonic increase in the number of propositions with respect
to the depth of the graph. A simple, computationally-cheap
heuristics based on the relaxed planning graph is the goal dis-
tance function [71]. Let the distance to goal h∗(s) be defined
as the minimum number of operators needed to reach the goal.
The lower bound estimation of h∗(s) can be easily calculated
by the minimum depth of the node containing all the goal
propositions within the relaxed planning graph. As an alternative
approach, the fast downward-based [72], [73] planning systems
uses hierarchical decomposition of planning tasks to compute
a causal graph heuristic, which uses the causal dependencies
in a relaxed causal graph to guide the forward state-space
search.

In comparison to state-space search, other AI planning meth-
ods, such as hierarchical task network [74], attempt to conduct
search on plan-space. However, these methods are not often used
in TAMP scenarios due to the difficulty in interfacing plan-space
search with motion planners.

For temporal logic-based formulations, such as LTL,
automata-based approaches [75], such as reactive synthesis [76],
[77], [78], are often used to generate a reactive system that
ensures the system meets a desired specification irrespective of
external inputs.

Note that this survey assumes the readers have basic back-
grounds of classical task planning and intentionally keeps this
section brief. For more information, readers are referred to [22],
[23], and [37].

B. Learning Models for Task Planning

A key challenge of improving the scalability of TAMP is the
combinatorial complexity of the discrete planning problem and
the large number of motion planning problems to be solved.
A promising approach to circumvent this challenge is to use
learning methods to guide the high-level task plan search. Pasula
et al. [79] proposed to learn probabilistic, relational planning
rule representations to model the action effects, which can be
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used to generate the task plan through search. Similarly, Amir
and Chang [80] developed a method that learns the deterministic
action models in partially observable domains. To allow dealing
with uncertain representation and probabilistic plans, Konidaris
et al. [81] proposed to replace the sets and logical operations
by probability distributions and probabilistic operations, and
develop a framework that enables autonomous learning of the
probabilistic symbols from continuous environments. To address
the challenge of goal-directed planning involving a set of pre-
defined motor skills, Konidaris et al. [82] presented a frame-
work that directly acquires symbolic representations, abstracting
the low-level transitions for effective utilization in planning
tasks.

More recently, deep learning techniques have been explored
to learn the models from large-scale datasets. Ames et al. [83]
proposed to learn preconditions, action parameters, and effects
from execution results of parameterized motor skills, which are
then used to construct symbolic models for efficient planning.
Neural task programming [84] proposes to learn neural models
that recursively decompose a task demonstration video into robot
executable action primitives. To further improve the generaliza-
tion on long-horizon tasks, neural task graphs [85] learns neural
networks for generating conjugate task graphs, where the actions
are represented as nodes and the dependencies between actions
are modeled by edges, better exploring the compositionality.
Regression planning networks [86] learns a neural model to
iteratively predict the intermediate subgoals in a reverse order
based on the current image observation and the final symbolic
goal. Ceola et al. [87] proposed to utilize deep RL to train
neural models for generating discrete actions. Deep affordance
foresight [88] learns the long-term affordance of actions and
the latent transition models to guide the search, and thereby
informs the robot of the best actions to achieve the final task
goal. Similarly, Liang et al. [89] proposed to learn skill effect
models that generate future terminal states of each parameterized
skill, and then leverage these models to aid search-based task
planning.

C. LLMs for Task Planning

Traditionally, optimizing task plans for robots involves min-
imizing either the number of actions or the total plan cost, de-
pending on whether action costs are considered. The emergence
of LLMs, such as Google’s Bard, OpenAI’s ChatGPT [90], and
Meta’s LLaMA [91], have reshaped the landscape of AI, includ-
ing task planning for robots [92]. We categorize the LLM-based
planning methods into the two groups: LLM-native planning
methods and LLM-aided planning methods, where the former
does not rely on external knowledge and the latter does, as
shown in Fig. 8. Comparing to regular learning-based methods,
LLMs are typically trained on a large amount of out-of-domain
data that contains a great deal of commonsense knowledge.
While LLMs are not strong in numerical reasoning (and hence
optimization) [93], [94], the incorporation of LLMs improves the
capabilities of natural language understanding, the acquisition
of world knowledge, and commonsense reasoning. Such capa-
bilities enable LLM-based planners to reason about symbolic
information, such as spatial relationships between objects [95]

Fig. 8. Two methodologies for task planning using LLMs, with the key
difference lies in the role of LLMs: (a) LLM-native planning methods
use LLMs for planning, while (b) LLM-aided planning methods LLMs to
generate domain descriptions for existing task planning methods, such
as PDDL and temporal logic.

and symbolic correctness of a task sequence [30], without prior
interaction with the robot environment. Therefore, LLMs as a
task and domain agnostic reasoning module has the potential to
enhance the scalability and generalizability of robot planning.

LLM-native planning methods often incorporate additional
components like RL to enhance planning by choosing better
actions. Conversely, LLM-aided planning methods can be inte-
grated with classical optimization strategies, ensuring satisfac-
tory planning efficiency and practicality. These two approaches
are compatible with optimization methods, while integrating
LLMs enhances the overall planning capabilities.

LLM-native planning methods: One method to leverage
LLMs for task planning involves directly generating plans
from LLMs by providing a domain description [see Fig. 8(a)].
This can be done either in a one-shot way or iteratively.
These methods primarily focus on prompt design for effective
communication with LLMs, and the grounding to specific
domains and robot skills. Multiple systems have made efforts
in this field. Huang et al. [32] proposed to generate candidate
actions and design tools to improve their executability, such as
enumerating all permissible actions and mapping the model’s
output to the most semantically similar action. Building upon
this, SayCan [96] enables robotic planning using affordance
functions that determine action feasibility and respond to
natural language requests, such as “deliver a Coke.” An
advanced approach, named Inner Monologue, developed by
Huang et al. [97], integrated environmental feedback for task
planning and situation handling. Previously, methods typically
generate task plans in text forms. Singh et al. [63] developed
a system, called ProgPrompt, which employs programmatic
LLM prompts to generate task plans and manage situations,
by verifying the preconditions of the plan and reacting to
failed assertions with suitable recovery actions. Employing
code as the framework for high-level planning provides
significant benefits. It allows for the expression of complex
functions and feedback loops. These loops effectively process
sensory outputs and enable the parameterization of control
primitives within application programming interface
(APIs) [98]. Apart from planning for robots, there is also
research on whether LLMs can act as universal planners. They
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could potentially create programs that efficiently generate plans
for various tasks within the same domain [31]

LLM-aided planning methods: Prior to the development of
LLMs, various tools existed for robot task planning, but they had
scalability limitations. For example, defining domain knowledge
in PDDL demands significant time from human experts [see
Fig. 8(b)]. The advent of LLMs offers a way to augment these
traditional planners by supplementing knowledge, thereby im-
proving their performance and enabling more natural language
interaction. There are a few ways of integrating LLMs and
classical task planners. First, a series of studies are conducted to
explore the conversion of natural language descriptions of plan-
ning tasks into standardized languages like PDDL or temporal
logic. LLMs complete these transformations, playing a crucial
role in the process. These translated specifications are then
used in existing planning systems. For example, Xie et al. [66]
created optimality-based task-level plans with the PDDL plan-
ner, translating natural language inputs into PDDL problems.
Second, one can dynamically extract commonsense knowledge
from LLMs, enhancing PDDL’s action knowledge for planning
and situational handling [95]. Third, Zhao et al. [64] utilized
LLMs to build world models, and perform heuristic policy in
search algorithms, such as Monte Carlo tree search, which uses
the common-sense knowledge provided by LLMs to generate
possible world states, thus facilitating efficient decision-making
as well as underlying motion planning.

The optimization of those LLM-based planning methods oc-
curs in the interaction with the LLMs, in the plan generation of
classical task planners, or both. The prompting strategy of LLM-
native planning methods encourage behaviors toward maximiz-
ing the overall task completion rate, where the optimization
usually occurs in an implicit way (i.e., there is no objective
function explicitly specified). By comparison, the LLM-Aided
planning methods compute optimal plans with or without plan
cost in consideration, where the optimality is conditioned on the
external knowledge provided by LLMs, and the optimization
process is embedded within the deployed task planning system.

V. OPTIMIZATION-BASED MOTION PLANNING

Optimization-based motion planning is an important com-
ponent in robot planning. It aims to generate a continuous
robot motion path and a control sequence that optimizes an
objective function subject to a set of kinematics and/or dynamics
constraints. Numerous methods have been proposed [99] to TO1.
Notable TO techniques include direct methods that transcribe
TO into nonlinear programs (NLPs), and indirect methods that
leverage the optimality conditions.

In the meantime, with the increasing complexity and diver-
sity of environments that robots operate in and tasks that the
robot are required to accomplish, there is an imperative need
to enhance the scalability of these TO strategies, especially in
handling robot dynamics, complex constraints in physical con-
tact problems, and higher dimensional state spaces in multirobot

1In this survey, we interchangeably use the terms of “TO” and “optimization-
based motion planning.”

scenarios. To this end, distributed optimization techniques have
been introduced, with consensus alternating direction method of
multipliers (ADMM) being a notable methodology [100].

In conjunction with model-based TO approaches, recent ad-
vancement in combining data-driven approaches and TO has
shown capabilities in predictively generating trajectories by
imitating offline-generated optimized paths solved by model-
based TO techniques [101], [102]. These learned methods hold
significant promise in enhancing the efficiency and adaptability
of motion planning processes, especially in environments with
dynamic and unforeseen challenges.

A. Trajectory Optimization

A motion planning problem is specified by a motion planning
domain Dm, an initial state xinit ∈ R2n, and a goal state xG ∈
R2n. A motion plan consists of a state-control trajectory with
T knot points: 〈X,U〉 = 〈x0,u0,x1,u1, . . . ,uT−1,xT 〉, where
x0 = xinit and xT = xG.

The motion planning problem can be formulated as a con-
strained NLP

min
X,U

T−1∑

t=0

Lpath(xt,ut) + Lgoal(xT ) (5a)

s.t. xt+1 = f(xt,ut) (5b)

x0 = xinit, xT = xG (5c)

g(xt,ut) ≤ 0 (5d)

where the dynamics equation in (5b) and inequality constraint
in (5d) are defined in Section II-B.

Direct collocation [103], [104] offers a straightforward tran-
scription where both controls and states are treated as deci-
sion variables, and complex state constraints can be easily
expressed. General-purpose NLP solvers, such as IPOPT [105]
and SNOPT [106], can be adopted to solve for optimal solutions.
Alternatively, motivated by the real-time computation require-
ment for many robotics applications, researchers start to devise
problem-specific solvers for reliably solving the above NLP.
Notably, differential dynamic programming (DDP) [107] is a
shooting method that efficiently explores the problem structure
through Riccati recursion and handles nonlinear dynamics, but
limited to unconstrained TO. More recently, variants of DDP al-
gorithms have been proposed to handle diverse state and control
constraints [26], [108], [109], [110], [111], [112], [113]. Readers
are referred to [99] and [114] for a comprehensive overview
on the numerical TO methods.The recent survey paper [24]
offers insights into contemporary applications of TO in legged
locomotion with an emphasis on handling complex dynamic and
contact constraints.

Example: For the tabletop manipulation task, we consider
the motion planning problem for a single task of a manipulator
moving from a free position to pick up an object A. Let forward
kinematics function FK(·) denote the end-effector position of
the manipulator andpA denote the position of objectA. The run-
ning cost consists of a position tracking term and regularization
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terms for state and control

Lpath(xt,ut) = w‖FK(xt)− pA‖2

+ x�
t Qxt + u�

t Rut. (6)

The goal cost only concerns whether the final configurations of
the robot achieves the desired final end-effector position

Lgoal(xT ) = w‖FK(xT )− pA‖2. (7)

The dynamics in (5b) is represented by the numerical integration
of the rigid-body dynamics equation [115]

M(q)q̈+C(q, q̇) = u+ J(q)λ (8)

where M ∈ Rn×n represents is inertia matrix; C ∈ Rn is the
gravitational, centrifugal, and Coriolis forces; J represents the
Jacobian matrix; and λ is the contact forces at the end-effector.

The following inequality constraints are involved:

state limit : x ≤ xt ≤ x (9)

control limit : u ≤ ut ≤ u (10)

collision avoidance : di(x) ≥ dmin (11)

where di(x) represents the distance between the ith collision
pair at statex, and dmin denotes the minimum allowable distance
to avoid collisions.

B. Distributed Optimization

Many TO problems have intrinsically distributed structures.
Such distributed structures are often formulated and solved via
alternating optimization approaches, such as ADMM [100], in
order to improve the efficiency of TO. However, the distributed
structure might not be immediately apparent and the optimiza-
tion problems often need to be reformulated into an explicitly
distributed format. We focus here on the consensus ADMM
as a representative distributed formulation, where copies of
decision variables and additional consensus constraints are often
introduced to reveal the distributed structure of the TO problems.
Consider a optimization problem where the objective is the sum
of N functions

min
X

N∑

i

Ji(X). (12)

The optimization can be reformulated in the consensus ADMM
format

min
X,X1,...,XN

N∑

i

Ji(X)

s.t. Xi = X ∀i ∈ {1, . . ., N} (13)

where X is a set of global decision variables. Practically,
one critical aspect to achieve a satisfactory consensus perfor-
mance is built upon appropriate selection of ADMM parameters
through principled mechanisms, such as over-relaxation [116],
varying-penalty parameters [117], and Nestorov acceleration
method [118]. In the following, we focus on the discussion of

three structures that can be effeciently solved using consensus
ADMM commonly seen in TO problems.

Spatial structure: The spatial structure of the system can be
exploited when the subsystems and their dynamics are separable.
This property often exists in multirobot systems, where the
planning of each robot can be treated as a subproblem. The
decision variables are possibily coupled through the objective
functions or the constraints (e.g., collision avoidance between
robots). Local copies of the full state variables can be created for
each robot to decouple the problem [119], as seen in Fig. 9(a).
Readers are referred to [38] and [120] for a detailed review of
the multirobot ADMM. Robustness is further studied in [121]
given a multirobot motion planning problem via ADMM. Am-
atucci et al. [122] accelerated TO for loco-manipulation tasks
by modeling a quadruped robot with an articulated arm as three
subrobots.

Temporal structure: TO problems are often formulated in
their discretized form. In most cases, the discrete formulation
involves a set of decoupled objective and constraint terms that
are functions of robot state and control at a single timestep [e.g.,
(5c) and (5d)], and dynamics constraints that couples the states
and control trajectory across consecutive timesteps [e.g., (5b)].

For single-timestep objectives or constraints that are com-
putationally expensive (e.g., complementarity constraints for
contact [25]), it is beneficial to accelerate the optimization
process by leveraging the temporal structure of the problem
and parallelizing single-timestep objectives and constraints of
interest in a distributed fashion [see Fig. 9(b)].

A constraint can be decoupled in a similar fashion by moving
the constraint into objective using indicator functions or projec-
tion operators. Examples include [123], where the linear com-
plementarity constraints are independent temporally, and [124],
where a L1 objective on the control are decoupled. Similarly,
in [125] and [126], box constraints are handled separately
through a projection operator.

System structure: The system structure of TO can be exploited
when the system dynamics can be characterized by two or
more interacting subsystems, i.e., dynamic models with different
complexities. ADMM is used to separate the full optimization
problem into sub-problems, each of which corresponds to a sub-
system [see Fig. 9(c)]. This separation often applies to systems
with complex robot dynamics with high degrees of freedom.
Different from the spatial structure, the system structure often
involves nonlinear mapping from one subsystem to another
one, e.g., a mapping from centroidal dynamics to whole-body
dynamics for locomotion problems, as introduced in the next
paragraph.

In legged locomotion, there is often a hierarchy of model
abstractions, where a whole-body TO and a reduced-order TO
are both solved over the planning horizon [127], [128]. This
hierarchy of model abstractions can be effectively handled via
the dynamic splitting strategy of ADMM. The original rigid
body dynamics can be split into centroidal dynamics and whole-
body kinematics [129] or dynamics [130], [131]. Although the
authors in [129] and [130] do not explicitly use ADMM, they
iteratively feed optimized trajectory from one subsystem to the
other one as the reference trajectory. Empirically, decent results
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Fig. 9. Three common structures in distributed TO: (a) spatial structure, illustrated by a multiagent drone system; (b) temporal structure, illustrated
by a Cassie robot jumping over a gap; (c) system structure, illustrated by an alternating centroidal and whole-body optimization for a quadruped.

have been reported for converging to local minima [132]. A po-
tentially accelerated ADMM updating scheme is also proposed
in [133].

C. Learning Methods for Motion Planning

Despite the improvements in the efficiency of classical TO
methods, it remains challenging to achieve real-time TO in many
use cases. Moreover, problem-specific objectives and constraints
within TO often need to be manually designed, limiting the gen-
eralizability of TO approaches. Consequently, learning methods
have been extensively explored to facilitate motion generation
by: 1) learning objectives and constraints to guide the TO, 2)
learning physical models for integration into TO, and 3) learning
end-to-end policies that imitates the trajectories generated by
TO.

Learned objectives and constraints for TO: Objective func-
tions and constraints can be learned from trajectory demon-
strations and other task specification inputs, such as natural
language. Guided cost learning [134] recovers cost function by
adaptively sampling trajectories generated by TO using policy
optimization. For constrained TO scenarios, inverse karush-
kuhn-tucker (KKT) [135] learns the cost function and KKT
conditions of the underlying constrained optimization problem.
Janner et al. [102] proposed to view RL as a generic sequence
modeling problem, and then develop a transformer-based archi-
tecture to model the distribution of the trajectories, and utilize
beam search to solve the planning problem. To allow more
flexible task specifications, Sharma et al. [136] proposed to
learn neural networks for mapping natural language sentences
to transformations of cost functions, which are then used for op-
timizing the motion trajectories. Along another line of research,
LLM has shown promises as a interface to motion planning by
describing robot motions and translating desired robot motions
into reward functions [137] to guide the optimization of control
policy. VoxPoser [138] leverages LLM to generate cost maps
based on task specifications, and then utilizes search algorithms
to derive the robot motion trajectory.

Learned physical models for TO: Complexities in physical
models, especially the discontinuities in contact models can
cause significant numerical challenges for TO. These challenges
have spurred the development of learned differentiable contact
models, despite the noted difficulty in accurately capturing the
behavior of stiff contacts [139]. ContactNets [140] proposes to
learn interbody distances and contact Jacobians using a smooth,
implicit parameterization, which can potentially be integrated
with TO. The work in [141] extends upon [140] to simulta-
neously learn continuous and contact dynamics using residual
networks. For object manipulation problems, Cleac’h et al. [142]
build a dynamic augmented neural object model that simulates
the geometry and dynamics of an object as well as a differen-
tiable contact model. Driess et al. [143] proposed to learn object
representations as signed distance fields, which are particularly
suitable for optimization-based planning approaches.

End-to-end policy learning guided by TO: To address the
inefficiencies encountered in TO and the obstacles associated
with executing TO in real-time, research efforts have been made
to learn neural policies that imitates the trajectory examples
generated by offline TO. Guided policy search [144], [145]
iteratively trains policy on distributions over guiding samples
generated by DDP. In comparison, the works in [101], [146],
and [147] propose to use ADMM to achieve consensus between
neural network policy and trajectory examples provided by
TO. OracleNet [148] recovers the motion plans sequentially
with learned recurrent neural networks. To address the motion
planning problems with task constraints, CoMPNet [149] first
encodes the task descriptions and environment into latent space,
with a recurrent neural network and CNNs, and then sequentially
generates the intermediate robot configurations based on the
feature embedding, initial configuration, and goal configuration.
Similarly, Radosavovic et al. [150] developed a transformer-
based framework for tacking the humanoid locomotion task,
where the model is first trained in simulation for generating
actions in an autoregressive way, and directly deployed in the
real world. To handle the multimodal action distribution of
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Fig. 10. Organization and main topics of Integrated TAMP in Section VI. Two main types of optimization-based TAMP are introduced: logic-guided
TAMP and TO-guided TAMP. For each type, the formulations, considerations in classical methods, and relevant learning methods are discussed.

TABLE II
OVERVIEW OF CLASSICAL APPROACHES FOR OPTIMIZATION-BASED TAMP

low-level skills, diffusion policy [151] iteratively refine the noise
into action sequence through a learned gradient field that is
conditioned on the observations, which provides stable train-
ing and accommodates high-dimensional action sequences. For
legged locomotion, Viereck and Righetti [152] proposed to learn
a neural network that generates the desired centroidal motion
real-time, which is subsequently integrated with a whole-body
controller.

VI. INTEGRATED TAMP

Integrated TAMP presents a holistic approach that contrasts
with others separately handling task planning (see Section IV)
and motion planning (see Section V). In optimization-based
TAMP, the plan is not merely required to be feasible but also
expected to approximate the global optimality. The crucial
consideration of integrated TAMP lies in the interdependence
between task planning and motion planning. This interplay
forms the cornerstone of the design of efficient TAMP algorithms
and represents an area of active research.

The optimization-based formulations for TAMP often involve
a hybrid optimization of discrete symbolic-level decisions and

continuous motion-level trajectories, as shown in Section II-B.
To this end, we identify two general approaches to formulate
and solve the hybrid optimization: logic-guided TAMP and TO-
guided TAMP. While both approaches inherently solve the hy-
brid optimization problems, they fundamentally differ in formu-
lations and algorithms, particularly in the definition of discrete
variables and the selection of search spaces. Fig. 10 shows the
overall organization of this section and main topics discussed.
Table II presents a representative set of classical approaches
for optimization-based TAMP, highlighting their formulations,
algorithms, and whether dynamics or kinematics are considered
in the application.

Logic-guided TAMP (see Section VI-A) is formulated based
on symbolic languages, such as PDDL, with the continuous
variables and constraints for motion planning embedded as
continuous-level realization of symbolic planning (referred to
as refinement hereafter). A notable formulation in logic-guided
TAMP is logic-geometric programming (LGP) [8], where logic
at the symbolic level governs the constraints imposed on TO,
i.e., the motion planner. The algorithm structures for logic-
guided TAMP typically involves a state-space search-based task
planner, with hand-designed heuristics specific to the planning
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problem (see Section VI-A1). The motion planner is typically
interleaved with the task planner to refine the plan skeleton
generated by the task planner (see Section VI-A2).

TO-guided TAMP (see Section VI-B) is formulated as a sin-
gle TO problem with binary variables that represent discrete
decisions. This formulation often views the hybrid optimiza-
tion problem of TAMP as mixed-integer programming (MIP).
Frequently, TO-guided TAMP is derived from temporal logic
representations as introduced in Section III-B. The methods to
solve TO-guided TAMP typically employs general-purpose nu-
merical solvers, such as B&B, without problem-specific heuris-
tics. Unlike logic-guided TAMP, the algorithm’s search space is
defined not by the explicit state space of the planning problem,
but the solution space of the underlying numerical program
(see Section VI-B1). In addition, efforts have been made to
improve the scalability of TO-guided TAMP by splitting the MIP
into subproblems [153] (see Section VI-B2) or formulating the
planning problem as a fully continuous optimization [9], [154]
(see Section VI-B3).

Despite the progress made in classical optimization tech-
niques for integrated TAMP, these methods still typically have
limited scalability due to the combinatorial nature of task plan-
ning and numerical complexity of motion planning. One cur-
rent trend of research is to explore the use of learning-based
techniques to improve the efficiency of TAMP algorithms. For
logic-guided TAMP, learning methods have been utilized in the
interaction between task planning and motion planning layers,
for example, learned action feasibility (see Section VI-C1) and
search guidance (see Section VI-C2). Along a different line of
research, reusable motion skill acquisition has been explored,
which facilitates the efficiency improvement for motion gener-
ation in long-horizon tasks (see Section VI-C3). For TO-guided
TAMP, integrating learning-based techniques to reduce the com-
putational burden of MIP problem has been an active area of
research (see Section VI-C5).

A. Logic-Guided TAMP

In logic-guided TAMP, the approach to solving the hybrid
planning problem can be conceptualized as constructing a tra-
jectory tree. In this trajectory tree representation, each node
corresponds to a symbolic state and each edge represents a
trajectory segment. Given the intertwined nature of TAMP, the
determination of a symbolic state’s feasibility and its associated
cost is influenced by a combination of symbolic and continuous
domains.

A naive approach to solve for logic-guided TAMP is to
impose a strict hierarchical structure [2], where task planning
precedes, followed by motion planning to refine the proposed
plan skeleton in continuous domain. This approach hinges on the
downward refinement property [163], which posits that for every
plan skeleton generated by the task planner, a corresponding
continuous motion plan exists. However, the downward refine-
ment property does not hold in most real-world scenarios. This
necessitates mechanisms for replanning or backtracking at the
task planning level upon realizing that a current plan skeleton
becomes infeasible in the motion planning level.

On the other extreme, a fully intertwined algorithm for TAMP
might require a call to the motion planner every time a new node
in the search tree is expanded, in order to validate the feasibility
of the selected symbolic action sequence and to generate a
feasible and low-cost continuous motion plan. This method fully
determines each symbolic state’s reachability and its associated
cost is influenced by a combination of planning at symbolic
and continuous domains. However, each motion planner call
is often computationally expensive, and a majority of symbolic
states expanded and trajectory segments solved are unused in the
final solution. This often makes the fully intertwined approach
computationally intractable.

Therefore, the main research question is how to effectively
interface between task planning and motion planning layers in
order to curtail the size of the search tree and minimize the
number of calls to the motion planner, while still effectively
solving for feasible and ideally optimal solutions. Fig. 11 illus-
trates the overall algorithm structure that is commonly seen in
logic-guided TAMP.

1) Search Heuristics in TAMP: Many search heuristics in
TAMP attempt to solve a relaxation of the underlying motion
planning problem, in order to obtain an estimation of the feasibil-
ity and cost of the action. For example, in TAMP for navigation
problems [156], Euclidean distance in 2-D space serves as
an admissible and easily computable heuristic function, which
improves planning efficiency while guaranteeing task-level op-
timality. However, in planning domains with high-dimensional
configuration spaces, it is often difficult to generate an analogous
distance measure that estimates the action costs. One intuitive
approach is to evaluate the action feasibility and cost based on
the initial and final configurations of the robot or object while
ignoring the intermediate trajectories. For example, inverse kine-
matics (IK) is commonly used to reason about the feasibility of
the initial and final robot poses in the action without generating
the full trajectory [125], [164]. For collaborative robot manipu-
lation, the angular displacement of a manipulated object is often
used as heuristics [17]. Agostini and Piater [165] proposed an
object-centric representation of manipulation constraints that
unifies TAMP into a single heuristic search that is amenable
to existing AI planning heuristics. Toussaint [8] proposed a
multistage method to solve the TAMP: 1) optimizing over the
final configuration given an action sequence, 2) optimizing over
all kinematics configurations at symbolic state transitions, and
3) optimizing over the entire trajectory. The first two stages
effectively act as heuristics during tree search to check the
geometric feasibility of a given symbolic action sequence, while
the costly TO is only conducted in the final stage.

Heuristics presented so far consider only the initial and final
states in a symbolic action. Therefore, no feasibility or cost
information about the intermediate states along the trajectory
is available, which makes the heuristics easy-to-compute but
less informative. This is insufficient to solve more complicated
problems, where the path feasibility of the actions plays an
important role in the planning process. In comparison, [155],
extended from [8], proposes to use a TO with a very coarse time
resolution (2 time steps per symbolic action). These heuristics
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Fig. 11. Schematic overview of logic-guided TAMP and associated learning approaches: blue blocks illustrate domain representation and task
planning level; green blocks denote the motion planning level; orange blocks represent plan execution and failure recovery mechanisms.

incorporate some path feasibility information while remaining
relatively fast to compute, effectively achieving a different level
of informativeness-relaxation tradeoff.

Additional work has been done to discover and prune infea-
sible actions before the corresponding node is reached. If an
action is determined to be infeasible by a heuristic function or a
motion planner during the search, the same action that exists on
other branches of the tree would also be infeasible if no other
actions are taken to modify the states relevant to the infeasible
action. Srivastava et al. [166] proposed a planner-independent
task-motion interface layer, where additional infeasible
predicates are introduced to the task planning domain when
an infeasibility is found by the motion planner.Toussaint and
Lopes [155] extended this method to operate in conjunction
with Monte Carlo tree search in an optimization-based TAMP
formulation.

2) Multimodal Motion Planning (MMMP) Solved by TO: Af-
ter a complete or partial plan skeleton is generated by the heuris-
tics search process at the task planning level, the plan skeleton
is refined into a continuous trajectory by TO. The problem
of TO over a given plan skeleton is akin to the conventional
MMMP problem proposed in the sampling-based planning com-
munity [167], [168]. TO incorporates the mode transitions and
mode constraints derived from the symbolic decisions to form
a MMMP problem. Mode constraints are predominantly ex-
pressed as manifold constraints in TO. Furthermore, transitions
at the symbolic level, often called “symbolic switches,” are
often represented as continuity constraints between trajectory
segments.

Two main strategies arise to solve the MMMP using TO. The
first paradigm emphasizes segment-wise optimization, wherein
trajectory segments associated with individual actions in the
symbolic sequence are solved independently. For example,
LGP-based formulation typically uses kth order motion opti-
mization [169] as the underlying motion planner. The authors
in [15] and [170] further extends LGP to incorporate dynamics
constraints and predicates. Migimatsu and Bohg [16] proposed
an object-centric TO formulation based on LGP. Similarly, Zhao
et al. [125] solved the hybrid NLP as trajectory tree, but aims to
improve the efficiency of the solver by using ADMM to handle

the constraints of the trajectory segments in a distributed manner.
Another line of research attempts to solve for the full motion
trajectory as a whole given the symbolic sequence: Zimmermann
et al. [171] proposed a multilevel optimization framework that
exploits the implicit differentiation method to solve the switch
conditions and full trajectories holistically. Phoon et al. [172]
used a multiphased TO approach that optimizes the entire motion
sequence simultaneously.

3) Receding Horizon TAMP: The real-world application of
TAMP for long-horizon dynamic tasks is often hindered by
failures in plan execution due to changes in the environment,
interaction with human, or noisy sensor inputs. Receding hori-
zon TAMP has been explored to mitigate this issue via online
replanning. Receding horizon TAMP is analogous to model
predictive control (MPC) [173], where the planning problem
is solved iteratively over a receding time window. The specific
challenge in receding horizon TAMP is to appropriately define
the finite time horizon over the hybrid planning domain. The
works in [125] and [174] rely on task-specific decomposition,
where each receding horizon planning iteration achieves the goal
for a subtask. The authors in [175] and [176] proposed to plan
over a fixed action-horizon, where a full task plan is generated
in each iteration, while the motion plan is only computed for
a predefined number of actions. Chen et al. [177] developed
branch-MPC, where the objective function is optimized over a
scenario tree, which is constructed by enumerating the predicted
environmental responses.

Example: To address the tabletop manipulation scenario
through TAMP, the initial step involves the task planner gen-
erating a plan skeleton using tree search. This process involves
constructing a tree where nodes represent potential states of the
environment and edges represent actions, such as moving or
stacking the objects A,B,C. The objective is to find a sequence
of actions that leads to the desired configuration with maximal
height for object A. An example plan skeleton can be seen in
Fig. 12.

During the tree search, IK is employed as a heuristic function
to check the feasibility of actions. This involves determining
whether the robot can physically reach and manipulate the
objects as required by the actions in the plan skeleton. The
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Fig. 12. Illustration of a plan skeleton for the tabletop manipulation
example. (a)–(e) Plan to stack block A on top of C and B using pick
and stack actions; the arrows denote the associated move-free and
move-hold actions and their required continuous decision variables.

use of IK as a heuristic aids in efficiently pruning the search
tree by quickly eliminating infeasible actions, thereby focusing
the search on promising solution paths. Once a preliminary
plan skeleton is generated, it is passed to a multimodal motion
planner, which refines this skeleton into a detailed, executable
plan. This process is repeated iteratively until the optimal plan
is reached or the allocated planning time elapses.

B. TO-Guided Tamp

In contrast with the approaches discussed in Section VI-A,
where the interactions between task planning and motion plan-
ning are expressed explicitly, the common methods to solve TO-
guided TAMP typically rely on internal features of numerical
algorithms, such as branch-and-bound (B&B) and ADMM, to
achieve interplay between the discrete and continuous decision
variables implicitly.

1) B&B Methods: One typical approach to solve MIP is
B&B-based algorithms [178], [179]. This method partitions the
solution space into smaller subsets (branching) and uses bounds
on the objective function to eliminate regions that do not contain
an optimal solution. Initially, integer constraints are relaxed to
provide an initial bound. The algorithm then branches based
on fractional integer variable values, constructing a search tree.
By assessing bounds for each subproblem and pruning branches
that cannot improve the current best solution, B&B converges to
the global optimum after multiple iterations. However, MIP is
classified as a NP-hard problem [180], therefore several branch-
ing heuristics are commonly used [181] to improve scalability,
analogous to the state-space search heuristics discussed in Sec-
tion VI-A. For example, strong branching heuristics [182] aims
to produce a small B&B tree by selecting the variable to branch
that will result in the best improvement of the objective func-
tion. Alternatively, local neighborhood search [183] attempts to
improve upon existing feasible solutions by local search.

B&B-based algorithms are widely implemented in commer-
cial solvers, such as Gurobi [184], Mosek [185], and Mat-
lab [186]. However, many off-the-shelf implementations are
only able to efficiently solve mixed integer linear programming

Fig. 13. Example algorithm structures for TO-guided TAMP: (a) hi-
erarchical and distributed methods and (b) smoothed approximation
methods.

(MILP) or mixed integer convex programming (MICP). There-
fore, one commonly adopted strategy is to formulate the TAMP
problems as MILP or MICP in order to effectively leverage the
commercial MIP solvers.

From the formal control community, such as temporal
logic, [157] avoid reactive synthesis by directly encoding LTL
formula as mixed-integer linear constraints on nonlinear sys-
tems, and aim to find an optimal control sequence. Chen
et al. [158] encoded the LTL-based hybrid planning problem as
an MILP by fixing the number of automaton runs and reasoning
over temporally concurrent goals. Kogo et al. [159] integrated
an existing TAMP model with collision avoidance using an
MILP formulation with hard constraints on collision and soft
constraints on goal positions. Katayama et al. [160] proposed an
object-oriented MILP formulation for dual-arm manipulation by
representing the LTL formulas, robot end effector dynamics, and
object dynamics as a mixed logical dynamical (MLD) system.
Bredu et al. [1] proposed grounded task planning as mixed
integer programming, which builds a hybrid funnel graph (HFG)
from the hybrid planning problem description in PDDL+, and
encodes the HFG as an MICP.

2) Hierarchical and Distributed Optimization Methods: For
systems subject to nonlinear dynamics, the optimization for-
mulation extends to mixed integer nonlinear programming
(MINLP). However, the computational burden associated with
MINLP is often prohibitive, making them impractical for many
real-world applications. In order to manage the computational
complexity, the MINLP are often reformulated by decomposing
it into solvable subproblems in a hierarchical or distributed
fashion [see Fig. 13(a)].

For the hierarchical methods, Saha and Julius [161] proposed
a hierarchical framework that uses MTL to express specifications
for object manipulation tasks and encodes them into an MILP at
the high level to solve for task sequence and manipulation poses.
Meanwhile, it employs a gradient-descent-based optimization
at the low level to compute collision-free robot trajectory. Simi-
larly, Funk et al. [187] solved robot assembly discovery problem
via a tri-level hierarchical planning structure, where the high
level solves an MILP for object arrangement. The work in
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[188] and [189] address bipedal locomotion problem in partially
observable environment with a LTL-based task planner and a
reduced-order model motion planner. The main drawback of
these hierarchical frameworks is that the low-level TO only
attempts to refine the high-level candidate solutions with an
detailed continuous-level trajectory, but cannot influence the
high-level MILP to achieve a better discrete solution.

To address the communication issue between the high and
low level in hierarchical methods above, the distributed meth-
ods [153], [190] use ADMM to convert a MINLP into a con-
sensus problem between a MICP, which involves the logical
rules and discrete variables, and a continuous NLP that involves
the nonlinear kinematics and dynamics. The MICP and NLP
shares mutual information through the consensus constraints.
The ADMM-based algorithm for MINLP is demonstrated to be
effective in a modular robot climbing [153] and manipulation
task [190]. However, ADMM relies on augmented Lagrangian
method, which assumes all decision variables are continuous.
Consequently, the presence of integer variables in TAMP can
impede ADMM’s convergence. To circumvent this limitation,
modifications to the ADMM algorithm are required. One po-
tential solution involves the direct copying of integer solutions
across subproblems, effectively bypassing the primal-dual up-
date process for integer variables [153].

3) Smooth Approximation Methods: Different from the hier-
archical and distributed methods above, another line of research
to circumvent the combinatorial complexity of MIP is refor-
mulate the hybrid optimization into a continuous NLP with a
specific cost function or constraint representing the smooth ap-
proximation of the discrete task planning [see Fig. 13(b)]. Such a
formulation can be solved more efficiently with gradient-based
solvers. Recent works in STL utilize smooth approximations
of a task specification formula and encode the corresponding
robustness degrees into the NLP cost functions [162], [191],
[192], [193]. The work in [9] builds on the smooth approx-
imation approach but focuses on handling multiple dynamic
modes in robot manipulation tasks. The authors in [154] and
[194] applied the STL specifications and robustness degrees
on the push recovery scenarios for bipedal locomotion. Envall
et al. [3] proposed a differentiable scheme for multiarm manip-
ulation problems by treating robot task assignment implicitly
as continuous constraints that associate the states of robots
and objects. Analogous to receding horizon TAMP discussed
in Section VI-A3, MPC-based methods have been developed
based on STL to enable formal guarantees or reasoning about
robustness of the task satisfaction in an online fashion [194],
[195], [196], [197], [198].

C. Learning for Combined TAMP

Classical TAMP frameworks [2], [199] require accurate,
special-purpose perception systems and hand engineered ma-
nipulation skills, rendering these approaches less effective while
handling novel problems. To overcome this issue, in recent
years, there has been extensive exploration of learning tech-
niques within TAMP community. Data-driven approaches allow
robots to make informed decisions based on prior examples
and experiences, which enhance flexibility and generalizability.

Furthermore, the scalability of classical TAMP methods is often
limited by the problem size of the tree search for complex
problems and the computational cost to evaluate heuristics and
optimal trajectories. Learning-based methods show potential to
accelerate or replace some of the computationally expensive
components of classical methods, such as feasibility checking,
search guidance, and skill learning. Categorizing the works
based on the roles and functionalities of the learned components,
we primarily classify them into the following five categories.
Note that, although some of the low-level motion planners used
by works cited in this section might not be optimization-based,
the methodologies discussed here are fundamental and highly
relevant to optimization-based TAMP. A list of representative
learning approaches is presented in Table III.

1) Learning Feasibility Classifier: Traditionally, TAMP
methods leverage the geometric and dynamic information in the
continuous domain to determine the feasibility of tasks during
discrete search. However, it can be challenging to incorporate
this feasibility check mechanism into a discrete planner. A single
feasibility check might involve computationally expensive op-
erations, such as collision checking, IK, or even TO. In addition,
the selection of an action or associated geometric parameters can
have long-horizon implications on the feasibility of the plan.

To address these issues, Wells et al. [200] proposed to train a
classifier for evaluating feasible motions and use the classifier
as a heuristic for discrete task plan search. Driess et al. [29]
proposed to learn a neural model for evaluating the hypothesized
discrete actions based on visual images. Noseworthy et al. [201]
leveraged active learning to efficiently collect the data for train-
ing the plan feasibility classifier, and then utilize the learned
classifier to guide the planning and execution. Xu et al. [27]
similarly train a feasibility classifier with a neural network,
which estimates the feasibility of proposed TAMP actions from
images of the robot’s workspace. To avoid exhaustively reevalu-
ating infeasible motion-level actions, Sung et al. [205] proposed
learning backjumping heuristics to identify infeasible actions for
efficient backtracking during the discrete search. Alternatively,
Yang et al. [28] developed a transformer-based framework for
directly predicting the feasibility of finding motion trajectories
for the given task plan conditioned on the environment state.
Curtis et al. [206] learned to predict the affordances of actions
from color and depth images, which helps the TAMP solver
generalize to environments with unknown object models.

2) Learning Search Guidance: When dealing with planning
challenges with extended continuous state-action spaces, rely-
ing on random uniform sampling of action parameters with-
out guidance until a path to a goal is discovered proves to
be extremely inefficient. In addition, gradient-based methods
frequently struggle when the optimization manifold of a specific
problem lacks smoothness. To tackle these challenges, some re-
searchers propose to learn samplers to speed up the TAMP solver
for sequential manipulation. Wang et al. [207], [208] proposed
to jointly learn the action samplers and the conditions of the
models. Kim et al. [209] proposed to learn an action sampling
distribution with adversarial training to guide the search toward
the task goal, then they develop a score space representation and
leverage it for transferring constraints to novel situations [210],
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TABLE III
OVERVIEW OF LEARNING TECHNIQUES FOR PLANNING

which facilitates the speed-up of the search in TAMP. Chitnis
et al. [211] proposed to formulate the task plan refinement as a
Markov decision process and leverage RL to learn a policy to
guide the task plan search. Similarly, Kim et al. [212] developed
an abstract representation of states and goals, and learn a value
function using graph neural networks to guide TAMP. Ortiz
et al. [213] proposed to represent the problem as constraint
graphs and break the overall problem into smaller sequential
sampling problems, which are solved by learning assignment
orders with Monte Carlo tree search, then they propose to utilize
generative models for learning to sample solutions on constraint
manifolds [214].

For complex scenarios involving heterogeneous multiagent
systems, the planning framework must effectively handle task
allocation and scheduling. Traditionally, these problems are
addressed using heuristics-based approaches, but the combina-
torial growth of the search space makes them computationally
demanding. To tackle this challenge, RL methods have been
widely explored for both task allocation [215], [216] and task
scheduling [217]. These studies demonstrate RL’s capability to
significantly improve the time and memory requirements for
multiagent planning.

3) Learning Skill Policies: In recent advancements, some re-
searchers have proposed the concept of acquiring foundational
skills within the operational framework of TAMP systems. No-
tably these methods differ from conventional motion planning
by learning skill policies, which are capable of generating tra-
jectories through rollout and can be viewed as implicit motion
plans. Learning skill policies at motion planning level has shown
significant potential to improve the overall efficiency of TAMP
due to the reusability and adaptability of the skills. McDonald
et al. [34] proposed to distill the knowledge of a TAMP system
into a hierarchical RL policy, where they first leverage the TAMP
solver to generate supervision data for imitation learning, and
then the learned control policies are utilized to further speed up

the TAMP solver. LEAGUE [33] proposes to learn RL policies
with the guidance of a task planner, where the acquired skills
are reused in the TAMP system to accelerate the learning of
new skills, which progressively grows its capability for solving
long-horizon manipulation tasks in a more efficient manner. The
work in [218] extends [33] to leverage LLMs to guide skill
learning. HITL-TAMP [202] develops an efficient teleoperation
system that leverages TAMP to reach the beginning state of the
demonstration phase, where the low-level control policies are
learned with the collected data and integrated into the system
in the testing stage. Meng et al. [219] proposed to learn control
policies for satisfying the long-term tasks specified with STL,
where the learned models are used to generate trajectories via
MPC during execution. Silver et al. [203] proposed to jointly
learn the symbolic operators and low-level skill policies with
demonstration data, the extracted operators are first used to
generate abstract task plans, and the learned policies are then
invoked for generating motions to achieve subgoals.

4) Learning for Error Recovery: Robots tend to make mis-
takes during the execution phase of TAMP in unstructured envi-
ronments. Therefore, robust policies are critical to both prevent
and recover from such errors. Pan et al. [220] proposed a TAMP
framework that accounts for potential failures during execution,
enabling the robot to calculate and perform necessary actions to
achieve the goal despite potential failures. The strength of this
framework lies in its continuous reassessment and adjustment
of the basic beliefs associated with actions, minimizing the
likelihood of execution failures. Wang and Kroemer [221] used
multimodal information to create a system to improve the robust-
ness of robot manipulation tasks in unstructured environments.
This procedure involves developing a multimodal state transi-
tion model, grounded on task contact dynamics and observed
transitions. Similar to [221], Luo et al. [222] used learning-
from-demonstration techniques to enable error recovery
in robots.
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Recently, vision language models (VLMs) and LLMs have
been utilized in error recovery. For instance, Zhang et al. [223]
developed a system, called task planning via visual question
answering (TPVQA). This system leverages VLMs to identify
action failures and validate action possibilities, thereby increas-
ing the likelihood of successful plan execution. REFLECT [224]
uses LLMs to autonomously identify and explain robot fail-
ures. It creates a hierarchical summary of past robot experi-
ences, utilizing multisensory data, systematically formulates
plans to correct failures, and effectively managing complex
tasks. SayPlan [225] offers an error recovery strategy via an
iterative replanning process. It produces an initial plan tested in
a simulator, and any unexecutable actions detected are reported
back to the LLM for plan refinement. This iterative feedback
system, a method of error recovery learning, enables the LLM
to steadily boost its planning efficiency, adapting to expansive,
complex environments. Huang et al. [97] leveraged three types
of environmental feedback in LLMs to generate task plans and
handle failures.

5) Learning for MIP: One main limitation of MIP-based
methods for TAMP is that MIP is expensive to solve if a large
number of integer variables are involved. Recent works in the
optimization literature have shown promises to learn the branch-
ing heuristics and initializations for MIP. The authors in [226]
and [227] provided detailed surveys for learning-based MIP
solvers. Alvarez et al. [228] first proposes to imitate the strong
branching heuristics via supervised learning. The work in [229]
similarly imitates strong branching but develops a framework to
solve MIP in an instance-specific manner. Gasse et al. [230]
further extends the imitation learning method to incorporate
GNN-based models and represent the MIP problem as a bipartite
graph. Along another line of research, the work in [231], [232],
and [233] combined RL with local neighborhood search for MIP
and learn to determine the neighborhood selection, initialization
and search neighborhood, and neighborhood size, respectively.

Aside from the advancements in learning-based general MIP
solvers, recent works also specifically explore learning for MIP
in TAMP tasks. [234] trains a neural network offline that imitate
the solution of MILP solvers as a warm-start to online multi-
robot planning tasks. Cauligi et al. [204], [235] speeds up MICP
for robot planning and control by solving a dataset of MICP
offline and learning the combinatorial decisions via a strategy
classifier. The classifier is used to predict the discrete variables
and the remaining convex program is solved online during
execution. Deits et al. [236] learned the optimal value function
from mixed-integer optimizations to guide policy search.

VII. FUTURE CHALLENGES AND OPPORTUNITIES

Foundation Models for TAMP: The integration of LLMs and
VLMs in robot planning is emerging but faces a few challenges.
In robot planning, it is crucial to break down complex task
specifications into actionable steps suited for particular envi-
ronments [64], [237], [238], [239], [240]. However, LLMs and
VLMs often struggle with this. Their plans may be too abstract,
failing to consider the practical constraints of the physical world.
This presents a significant issue for robots that need concrete

and feasible instructions for physical operations. Furthermore,
the current capabilities of LLMs and VLMs are limited, which in
turn restricts their effectiveness in robot planning. For instance,
spatial reasoning is essential in robot planning, yet LLMs and
VLMs may not accurately understand physical spaces and dy-
namic environments [241], [242], [243]. Robot planning also
requires considering historical data and long-term goals. The
limited short-term memory of LLMs could result in information
loss during sequential or multistage tasks, impacting the coher-
ence and efficiency of planning [244], [245], [246]. Although
recent developments aim to enhance the capabilities of LLMs
and VLMs, they seem not to fundamentally solve these limi-
tations [241], [247]. In addition, in open-world settings such
as homes, malls, and hospitals, robots also need the ability
to adapt to new, unforeseen tasks. Despite the complexities,
progress in developing LLMs and VLMs for these purposes is
emerging [248], [249].

Diffusion Models for TAMP: The use of diffusion models in
motion planning, such as diffuser [250], decision diffuser [251],
and diffusion policies [151], [252], has been explored for their
flexibility and composability. Pan et al. [253] proposed a model-
based diffusion planner that solves TO using the diffusion pro-
cess without external data. In the context of TAMP, diffusion
models can serve as trajectory samplers for individual skills,
offering a robust method for generating diverse and feasible
motion plans. Mishra et al. [254] presented generative skill
chaining, where short-horizon skill-centric diffusion models
are learned and a compositional framework is established to
directly generate long-horizon plans given a plan skeleton. Fang
et al. [255] integrated diffusion skill samplers into a classical
TAMP method, which adapts the framework to partially observ-
able planning domains. Promising future research can explore
the synergy between LLMs and diffusion models to develop
generative multitask models and end-to-end TAMP frameworks.

Multimodal Sensing for TAMP: Currently, most TAMP frame-
works rely predominantly on visual sensing. However, integrat-
ing multimodal sensing, such as visual, tactile, and acoustic
modules, can significantly improve the robots’ capabilities for
contact-rich tasks in imitation learning [256], [257], [258], since
each sensing modality provides unique and useful contact in-
formation related to the manipulation task that covers a wide
range of geometric scales and frequency bandwidths. Future
research opportunities include further integrating multi-modal
sensing with TAMP by advanced sensor fusion as well as contact
information representation, extraction, and utilization. Given
these potentials, we can potentially enhance the performance of
TAMP with better heuristics for task planning and more accurate
contact models for TO.

Policy Learning in and for TAMP: In the realm of RL-based
policy learning, key obstacles revolve around sample ineffi-
ciency (the cost of trial and error) and the reliance on metic-
ulously crafted dense reward functions. These challenges are
exacerbated in the realm of complex, long-term tasks and often
mandate the initial training of RL algorithms within simulators,
thereby adding complexity to the transfer of acquired behaviors
from simulation to real world [33]. While tapping into robot
teleoperation data directly from real-world environments could
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alleviate generalization issues, this strategy demands careful
system design to ensure seamless robot-human handover and
maintain efficient data collection [202]. Moreover, constructing
diverse task configurations that encompass an adequate range of
scenarios in terms of object geometries, spatial arrangements,
and lighting conditions is nontrivial, presenting additional chal-
lenges for acquiring generalizable models in long-horizon tasks.
In addition, the design of observation and action representations
is pivotal in enhancing the generalization and reusability of
acquired skills.

TAMP for Locomotion and Manipulation: Although the dual-
ity between locomotion and manipulation [259] means that they
can be viewed as equivalent problems, the distinct nature of loco-
motion and manipulation presents challenges in applying TAMP
more complex robotic systems, e.g., humanoid robots with
loco-manipulation capabilities. From the TAMP perspective,
both involve hybrid planning for dynamic contact interactions
between the robot and the environment but differ in the repre-
sentation and frequency of the hybrid events. Manipulation tasks
are usually object-centric [2] and occur at lower frequencies for
contact switching, focusing on precise interactions with objects.
In contrast, locomotion involves robot-centric motions with
higher frequency contact switching, typically handled through a
hierarchical approach of contact planning followed by trajectory
generation [24], often facilitated by a centroidal trajectory plan-
ning approach [260], [261]. This difference in representation
and operational frequency raises important research questions in
developing a unified TAMP framework for loco-manipulation,
requiring a balanced integration of these aspects. Sleiman et al.
[19] showed promises in integrating graph search and TO for
long-horizon loco-manipulation tasks by handling the object-
centric and robot-centric tasks separately and transferring of-
fline generated plans to online execution. Sferrazza et al. [262]
illustrated the recent trend to use hierarchical RL to solve
whole-body loco-manipulation problems for humanoid robots
with dexterous hands. Still, TAMP for unified locomotion and
manipulation remains a challenge, due to complicating factors,
such as the complexity of dexterous grasping and locomotion
planning in uneven terrains.

TAMP for HRC: TAMP for HRC faces challenges due to
the uncertainties of human intentions and behaviors. For effec-
tive collaboration, it is essential for robots to predict human’s
symbolic intentions and continuous motions and integrate this
understanding into the planning process [263]. Recent devel-
opment in this area include human-aware task planning [264],
hierarchical planning approaches [265], [266], and the incorpo-
ration of human motion prediction into LGP [267]. An emerging
area of research in HRC is the exploration of novel commu-
nication modalities between humans and robots, for example,
the integration of conversation interactions [268] in the robot
planning framework. Moreover, human intent can be expressed
via physical interactions in physical HRC scenarios, such as
hand-over [269] and collaborative transport of objects, where the
object and human dynamics are considered [270]. How physical
HRC can be achieved efficiently via TAMP remains an active
area of research. These recent trends signals a move toward
more intuitive and natural human–robot interactions through
both physical and language interfaces.

TAMP in Real-World Applications: Optimization-based
TAMP has diverse real-world applications across various in-
dustries. In industrial settings, TAMP is used for construction
planning [174], and rebar grid traversal [21]. In addition, TAMP
enables autonomous aerial vehicles (AAVs) to navigate complex
environments for delivery services and environmental moni-
toring [271], as well as agricultural tasks [272]. In domestic
applications, TAMP facilitates household tasks such as cook-
ing [273], and manipulation of doors and dishwashers [19].
In lab environment, TAMP is deployed for medical test tube
rearrangements [274]. Expanding TAMP to broader real-world
applications requires overcoming current challenges, such as
developing more robust methods to accommodate varying en-
vironmental factors, problem settings, and human interactions.
In addition, proper scene understanding and representation that
captures spatial and semantic relationships is essential and re-
mains an open research area for deploying TAMP in open-world
environments. Furthermore, implementing low-level control for
robots in real-world scenarios involves handling environmental
variability, sensor noise, and calibration issues, which affect
feedback reliability. Addressing these challenges is crucial for
effective and safe robot deployment.

Ethical and Societal Implications: The deployment of TAMP
and robotics raise several ethical and societal considera-
tions [275], [276], including the following:

1) ensuring the safety and reliability of robot planning, par-
ticularly in human-populated environments;

2) developing strategies to mitigate socio-economic impact
of job displacement caused by increased automation;

3) responsible handling of data collected during training of
machine learning models to protect privacy and intellec-
tual property;

4) minimizing environmental impact via more energy ef-
ficient training process for machine learning models and
sustainable practices in the the production, operation, and
disposal of robots.

GLOSSARIES OF TERMS

Alternating Direction Method of Multipliers (ADMM): An
algorithm that solves convex optimization problems by breaking
it into smaller pieces, each of which is easier to handle [100].

AI Planning: An area of artificial intelligence that studies
the process of automated generation of sequence of actions to
achieve specific goals [22].

Bilevel Optimization: A mathematical program, where an
optimization problem contains another optimization problem as
a constraint [277].

Foundation Model: A general purpose model, typically
trained on a large amount of data, that can be adapted for various
downstream applications [278].

Heuristics: Methods to organize the search space and guide
the search algorithm [22].

Large Language Model: A large pretrained language model
designed to understand and generate human-like text [92].

Mixed Integer Programming: An optimization problem with a
combination of continuous and discrete decision variables [180].

Mixed Logical Dynamical System: A formulation of system
dynamics with mixed integer constraints [37].
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Model Predictive Control: A class of control methods where
a model is used to predict the future of the controlled system
over a receding planning horizon [173].

Motion Planning: The problem of moving a mechanical sys-
tem from a start state to a goal region [11].

Nonlinear Programming: An optimization problem where the
objective function or constraints are nonlinear [99].

Reinforcement Learning: A problem where an agent learns
to make decisions through a goal-directed interaction with the
uncertain environment [279].

Task and Motion Planning: A hybrid planning problem
that integrates high-level task planning and low-level motion
planning, which enables reasoning over long-horizon, dynamic
tasks [2].

Task Planning: The problem of generating an action sequence
that accomplishes the goal of the task and satisfies the task
specifications [23].

Temporal Logic: The formal methods for describing time de-
pendent rules and symbols, often used to specify the correctness
of a finite-state transition system [37].

Trajectory Optimization: The problem of generating a contin-
uous robot motion path and a control sequence that optimizes an
objective function subject to a set of kinematics and/or dynamics
constraints [99].
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