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    Abstract — This  paper  proposes  a  tube-based  method  for  the
asynchronous observation  problem of  discrete-time  switched  lin-
ear  systems  in  the  presence  of  amplitude-bounded  disturbances.
Sufficient stability  conditions  of  the  nominal  observer  error  sys-
tem  under  mode-dependent  persistent  dwell-time  (MPDT)
switching are  first  established.  Taking  the  disturbances  into  ac-
count,  a  novel  asynchronous  MPDT  robust  positive  invariant
(RPI)  set  and  an  asynchronous  MPDT  generalized  RPI  (GRPI)
set are determined for the difference system between the nominal
and disturbed  observer  error  systems.  Further,  the  global  uni-
form asymptotical stability of the observer error system is estab-
lished  in  the  sense  of  converging  to  the  asynchronous  MPDT
GRPI set,  i.e.,  the cross section of the tube of the observer error
system. Finally, the proposed results are validated on a space ro-
bot manipulator example.
    Index Terms—Asynchronous  observer  design,  generalized  robust
positive  invariant  (GRPI)  set,  mode-dependent  persistent  dwell-time
(MPDT), switched linear systems.

I.  Introduction

THE asynchronous phenomenon in switched systems com-
monly  results  from  delays  caused  by  detecting  mode

switchings as well as designing new controllers and observers
for unknown modes at  runtime. As shown in [1],  the master-
slave  coordination  system  often  switches  among  high-gain
and  low-gain  controllers  when  the  slave  changes  from  being
in a  contact-free  motion  to  interacting  with  a  stiff  environ-
ment, or vice versa.  The inevitable delay caused by this con-
troller switching  is  detrimental  to  system  stability  and  per-
formance. Another example can be found in the framework of
adaption  and  learning  via  multiple  models  switching  [2],
where  back-up models  are  needed to  deal  with  unpredictable

changes of the environment on top of the predefined models.
Similar to other typical time-delay systems, time delays in the
asynchronous switching may also cause performance degrada-
tion  and  even  system  instability,  as  shown  in  the  studies  of
different topics of such systems, [3]–[15], to name a few.
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A  fundamental  problem  in  the  area  of  asynchronous
switched systems is disturbance handling, and the difficulties
largely  depend  on  the  types  of  the  disturbances.  For  the
systems with energy-bounded ones, i.e.,  norms, results have
been well-established in the literature [16], [17]. Note that the

 disturbances  are  common in  many practical  systems,  such
as  valve  control  systems  [18],  robotic  control  systems  [19],
aircraft flight control systems and shipping navigation control
systems [20]. To our best knowledge, the amplitude-bounded
disturbances, i.e.,  norms, have not been investigated for the
asynchronous  switched  systems  yet.  An  effective  way  to
handle  disturbances is the tube based method, for example,
in  stabilization  [21]  and  advanced  model  predictive  control
[22].

l∞The  crux  of  applying  the  tube-based  method  to  the 
disturbance  rejection  problem  for  switched  systems  is  to
guarantee  that  the  error  system  states  remain  within  certain
formally-defined  robust  sets.  To  this  end,  a  robust  positive
invariant (RPI) set is determined such that the state trajectory
of  the  error  system  always  remains  within  the  RPI  set  at
switching  instants  while  staying  within  an  outer  robust  set
during  subsystem  evolvement  [23].  This  outer  robust  set  is
named as the generalized robust positive invariant (GRPI) set
and  determined  based  on  the  RPI  set.  Then,  by  shifting  the
center  of  the  GRPI  set  from  the  origin  to  the  nominal
trajectory  of  the  switched  system  at  each  instant,  a  tube  that
contains  all  possible  state  trajectories  is  constructed  and
stability  condition  is  established  accordingly.  Results
determining the RPI set can be found in the cases of persistent
dwell-time  (PDT)  [21],  dwell-time  (DT)  [23],  and  average
dwell-time  (ADT)  switching  [24].  In  the  context  of
asynchronous  switching,  the  aforementioned  procedures
would become more challenging than in the synchronous case,
due to the complicated computation of RPI and GRPI sets.

l∞

Motivated by the observations above, this study focuses on
the  asynchronous  observation  problem  for  discrete-time
switched  linear  systems  with  amplitude-bounded  additive
disturbances. The switching signals pertain to a class of mode-
dependent  persistent  dwell-time  (MPDT)  switching  and  the
disturbance is considered to be  finite. The contributions of
this  paper  lie  in  that:  1)  Sufficient  stability  conditions  of  the
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nominal observer error system under the asynchronous MPDT
switching  are  proposed  and  an  algorithm  is  designed  to
determine the asynchronous observer solution. 2) The RPI and
GRPI sets in the asynchronous MPDT switching case are first
determined  in  this  paper  and  the  corresponding  algorithm  is
designed.  3)  Based  on  the  determined  asynchronous  MPDT
GRPI  set,  the  stability  condition  of  the  disturbed  observer
error system is obtained.

The  remainder  of  this  paper  is  organized  as  follows.  In
Section  II,  the  problem  formulation  is  presented  and  basic
concepts  are  given.  The  detailed  derivations  of  the  proposed
results are given in Section III. An application of the obtained
results  to  a  space  robot  manipulator  is  given  in  Section  IV,
and Section V concludes this paper.

Rn n
∥·∥ Z

Z+
Z≥a Z[a,b] {k ∈ Z|k ≥ a}

{k ∈ Z|a ≤ k ≤ b} 0 ≤ a ≤ b
Θ1 ⊆ Rn

Θ2 ⊆ Rn, Θ1⊕Θ2 = {x1+ x2|x1 ∈ Θ1, x2 ∈ Θ2} Θ1⊖Θ2 =

{x|x+ x2 ∈ Θ1, x2 ∈ Θ2} co{·}
Bn {x ∈ Rn| ∥x∥2 ≤ 1}.

κ : [0,∞)→ [0,∞) K∞
κ(0) = 0.

x ∈ Rn Θ ⊆ Rn, x Θ

∥x∥Θ = infy∈Θ ∥x− y∥ . Sn
>0 (Sn

≥0)
n×n

diag{X,Y}
X Y. ∗

I 0

∏N2
l=N1

Al

AN2 AN2−1 · · ·AN1 N1 < N2
∪

i∈IΘi
ΘN

∪
ΘN−1

∪ · · ·∪Θ1 Θi ⊆ Rn ∀i ∈ I = {1,2, . . . ,N}

Notations: In  this  paper,  refers  to  the  dimensional
Euclidean  space;  refers  to  the  Euclidean  vector  norm; 
and  denote  the  sets  of  integers  and  non-negative  integers
respectively;  and  denote  the  sets  and

, respectively, . The Minkowski sum
and  Pontryagin  difference  of  two  compact  sets,  and

 are  and 
, respectively.  denotes the convex

hull of a set. Let  denote a unit ball set  A
function  is  an  class  function  if  it  is
strictly increasing, continuous, unbounded and  For a
vector  and a set  the distance between  and 
is defined as    denotes the set of

 symmetric  positive  (semi-positive)  definite  matrices.  In
addition,  stands for  a  block-diagonal  matrix where
diagonal  entries  are  and  Symbol  is  used as  an ellipsis
for  the  terms  that  are  introduced  by  symmetry.  and 
represent  the  identity  matrix  and  zero  matrix,  respectively.
Matrices,  if  their  dimensions  are  not  explicitly  stated,  are
assumed  to  be  compatible  for  algebraic  operations. 
stands  for , .  stands  for

, ,  .

II.  Preliminaries and Problem Formulation

Consider  the  discrete-time  switched  linear  systems  and
Luenberger observer described as follows:{

xk+1 = Aσ(k)xk +Bσ(k)wk

yk =Cσ(k)xk
(1)

{
x̂k+1 = Aσ(k) x̂k +Lσ(k)(φk)

(
yk − ŷk

)
ŷk =Cσ(k) x̂k

(2)

xk ∈ Rnx x̂k ∈ Rnx

yk ∈ Rny ŷk ∈ Rny

wk ∈W ⊆ Rnu

W

σ (k)
I = {1,2, . . . ,N}, N

where  and  are  the  states  of  the  system  and
observer, respectively;  and  are the outputs of
the  system  and  observer,  respectively;  is  the
amplitude-bounded  additive  disturbance  which  includes  both
exogenous disturbance and the modelling error [25], [26], and

 is a compact polyhedral set which contains the origin in its
interior.  The  switched  linear  system  (1)  consists  of  several
subsystems and the switching between different subsystems is
governed by the switching signal , which takes value in a
finite  set  where  is the  number  of  subsys-
tems. In this paper, a quasi-time dependent (QTD) Lyapunov
function is adopted similar to the one proposed in [17],  upon

Lσ(k)(φk) φk

Lσ(k)(φk) ≡
Lσ(k) ∀φk ∈ Z≥0.

which  a  QTD  Luenberger  observer  (2)  is  designed  such  that
the observer  error  system  is  globally  uniformly  asymptotic-
ally stable, where  is the QTD observer gain and  is
a scheduled index for the activated subsystem. In addition, the
non-QTD  observer  can  be  obtained  by  setting 

, 
σ(k)In  this  paper,  is  considered  to  belong  to  the  set  of

mode-dependent  persistent  dwell-time  (MPDT)  switching.
The concept of MPDT is given in the following definitions.

k0,k1, . . . ,ks, . . . k0 = 0. τ
τi k ≥ 0

ks+1− ks ≥ τ
k ≥ 0 σ (k) = i

k ∈ [ks,ks+1) ks+1− ks ≥ τi.

Definition  1  [27]: Consider  system  (1)  and  switching
instants  with  A  positive  constant 
(respectively )  is  1)  the  dwell-time  if  for  all ,

;  2)  the  mode-dependent  dwell-time  of  the ith
mode  of  system  (1)  if  for  all  such  that  for

, 

k0,k1, . . . ,ks, . . . k0 = 0.
τi σ = i,

T τi
T

Definition  2  [21]: Consider  system  (1)  and  switching
instants  with  If  there  exist  infinite
disjoint intervals of length no smaller than  on which 
and consecutive intervals with the same property are separated
by  no  more  than ,  then  is  called  the  mode-dependent
persistent dwell-time and  is called the period of persistence.

[τ]T := {τ1, τ2, . . . , τN}
τi ζ[τ]T (k)

k

The switching sequence satisfying Definition 2 is coined as
an  MPDT  switching  sequence.  Then, 
denotes  the  set  of  MPDT ’s  and  is  the  set  of  all
admissible MPDT switching sequences till time .

ks

Ωσ(ks)
τσ(ks)

Tσ(kr
s) Tσ(kr

s) < τσ(kr
s) kr

s
ks ks+1 kr

s ∈ Z[ks,ks+1] T (s)

As  illustrated  in Fig. 1,  the  interval  composed  of  a  dwell-
time  portion  and  a  persistence  portion  can  be  regarded  as  an
MPDT phase [21].  is  the initial  instant  of  the sth phase as
well as the instant switching into the sth phase. In the dwell-
time  portion,  one  subsystem  is  maintained  for  at  least

.  Whereas  in  the  persistence  portion,  more  than  one
switchings  happen  and  each  subsystem  sustains  for  the  time
duration  of , ,  where  is  the  switching
instant  between  and , .  is  the  running
time of the persistence portion in the sth phase,

T (s) :=
Q(ks,ks+1)∑

r=1

Tσ(kr
s) ≤ T

Q(ka,kb)
a b ∈ Z

where  denotes the number of switchings between two
instants,  and .

Lσ(k)(φk) φk,

∀σ(k) = i ∈ I

In  the  proposed  observer  (2),  the  QTD  observer  gain
 is  scheduled  by  the  index  which  is  computed

online as in [17]. ,
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Fig. 1.     General illustration of an MPDT switching sequence and an asyn-
chronous MPDT switching sequence.
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1) in the dwell-time portion

φk =

{
k− ks, k ∈ [ks,ks+τi)
τi, k ∈

[
ks+τi,k1

s

)
2) in the persistence portion

φk = k−Hr k ∈
[
k1

s ,ks+1
)

Hr=argmax(kr
s|σ(kr

s) , σ(kr
s+1) kr

s≤k) r∈Z[0,Q(ks,ks+1)]
H0 = ks.

where , , 
and 

In the case of synchronous observation, the observer always
switches  simultaneously  with  the  switched  linear  system (1);
however,  this  doesn  not  hold  in  most  practical  applications
[28]. Consider the case where a new subsystem is identified at
runtime, and the observer gains need to be recalculated online
accordingly.  In  this  case,  if  the  switched  linear  system  (1)
consists  of  numerous  high-order  subsystems,  solving  the
observer  design  problem  online  could  take  more  than  one
sampling  period,  likely  causing  asynchronous  switching
between the system modes and observer gains. In the presence
of asynchronous delays, the observer becomes{

x̂k+1 = Aσ(k) x̂k +Lσ̂(k)(φk)
(
yk − ŷk

)
ŷk =Cσ(k) x̂k

(3)

σ̂(k)

σ(k)

where  is the asynchronous MPDT switching signal, gov-
erning the switching of observer gains and taking value in the
same set with .

T T↑(a,b) T↓(a,b)
[a,b)

τ T

[τ,T ]T := {(τi,Ti), i ∈ I}.
σ (k) σ̂(k)

The  asynchronous  delay  caused  by  the  identification  of
switching  and  online  computation  of  observer  gains  for  the
new  subsystem  is  denoted  by .  Let  and 
denote  the  set  of  unmatched  and  matched  periods  in ,
respectively.  Similar to ,  is  also mode-dependent and the
set  of  asynchronous  mode-dependent  persistent  dwell-time  is
denoted  by  Given  the  MPDT
switching signal , the observer switching signal  can
be derived according to the following rule:

σ̂(k) =
{
σ̂(k−1), k ∈ [

Hr,Hr +Tσ(Hr)
)

σ(Hr), k ∈ [
Hr +Tσ(Hr),Hr+1

)
.

σ̂(k)

k
ζ[τ,T ]T (k).

The  switching  sequence  composing  of  is  called  an
asynchronous  MPDT  switching  sequence.  The  set  of  all
admissible asynchronous MPDT switching sequences till  is
denoted by 

σ(k) σ̂(k)

τi
Ti

Ti Tm

The relation  between  and  is  illustrated  in Fig. 1.
In the dwell-time portion, only one switching occurs and waits
for  at  least  moments,  causing  only  one  period  of
asynchronous  delay  (see ).  However  in  the  persistence
portion,  more  than  one  switching  could  occur.  The
asynchronous  delays  invoked  by  fast  switchings  may  be
overlapped  (i.e.,  a  new  switching  happens  before  the  end  of
the  previous  delay,  see  and )  or  cover  the  entire
persistence portion (i.e., new switchings happen succeedingly
before or at the end of previous delays).

Fig. 2 provides an illustration of how the proposed observer
is  executed  in  practice.  This  paper  is  concerned  with  the
observer  design  and  as  such  the  corresponding  parts  therein
connected by the blue arrows, an observer-based controller is
also  shown for  the  readers  to  have  a  comprehensive  view of
the  close-looped  system.  In  the  space  robot  manipulator

example  in  the  sequel,  the  observer-based  controller  will  be
used  to  only  maintain  the  system  stability,  but  will  not  be
discussed in detail in the main results.

εk := xk − x̂kLet  ,  the  resulting  disturbed  observer  error
system between systems (1) and (3) becomes

εk+1 =

{
Aiεk −L j(φk)Ciεk +Biwk, k ∈ T↑ (ks,ks+1)
Aiεk −Li(φk)Ciεk +Biwk, k ∈ T↓ (ks,ks+1) (4)

σ(k) = i , j = σ(ks−1) ∀ (i, j) ∈ I×I w ≡ 0where , .  Let ,  the
nominal observer error system becomes

zk+1 =

{
Aizk −L j(φk)Cizk, k ∈ T↑ (ks,ks+1)
Aizk −Li(φk)Cizk, k ∈ T↓ (ks,ks+1). (5)

ek := εk − zkLet , the difference system between the disturbed
observer error system (4) and the nominal system (5) becomes

ek+1 =

{
Āi, j (φk)ek +Biwk, k ∈ T↑ (ks,ks+1)
Āi,i (φk)ek +Biwk, k ∈ T↓ (ks,ks+1) (6)

Ai, j(φk) = Ai−L j(φk)Ci ∀(i, j) ∈ I×Iwhere , .
To establish the stability criterion for the systems above, we

need the following definitions:
O ⊂ Rnx

xk+1 = f (xk,wk)
wk ∈W xk ∈ O xt ∈ O wt ∈W t ∈ Z≥k+1.

Definition  3  [29]: A  set  is  said  to  be  a  robust
positive  invariant  (RPI)  set  for  system ,

, if  implies  for any , 
O([τ,T ]T )

[τ,T ]T ek0 ∈ O([τ,T ]T ) eks ∈ O([τ,T ]T )
ζ[τ,T ]T (t) wt ∈W t ∈ Z≥k0

s ∈ Z≥1.

Definition 4: A set  is said to be an asynchronous
MPDT  RPI  set  for  system  (6)  with  asynchronous  MPDT

,  if  implies  for  every
admissible  switching  in  with , ,

G([τ,T ]T ) ⊆ Rnx

[τ,T ]T ek ∈ O([τ,T ]T ) ⊆ G([τ,T ]T ) et ∈ G([τ,T ]T )
ζ[τ,T ]T (t)

wt ∈W t ∈ Z≥k+1 O([τ,T ]T )

Definition  5: A  set  is  said  to  be  an
asynchronous  MPDT  generalized  robust  positive  invariant
(GRPI)  set  for  system  (6)  with  asynchronous  MPDT  set

, if  implies 
for  every  admissible  switching  in  and  for  any

, ,  where  is  an  asynchronous
MPDT RPI set for system (6).

σ zk0 K∞

Definition  6  [30]: System  (5)  is  globally  uniformly
asymptotically stable (GUAS) under certain switching signals

 if for initial condition , there exists a class of  function
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δk
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Fig. 2.     Illustration of the observer structure and signal flow. The blue lines
show the closed-loop observed system structure, and the dashed lines are used
to show the structure when the observer-based controller is involved.
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κ ∥zk∥ ≤ κ(∥z0∥)
∀k ∈ Z≥k0 ∥zk∥ → 0 k→∞.
 such that  the solution of  the system satisfies ,

 and  as 
G([τ,T ]T )

⊆ Rnx

k ∈ Z+ ∥εk∥G([τ,T ]T )≤κ(∥ε0∥G([τ,T ]T ))
∥εk∥G([τ,T ]T )→ 0 k→∞ κ ∈ K∞.

Definition 7: An asynchronous MPDT GRPI set 
 is  said  to  be  GUAS  for  system  (6)  with  asynchronous

MPDT switching, if for all , 
and  as , where 

Considering  all  the  asynchronous  phenomena  shown  in
Fig. 1, this paper aims to design a full-order state observer for
the switched linear system (1) subject to asynchronous MPDT
switching regularities, and find an asynchronous MPDT GRPI
set  for  the  resulting  difference  system  (6)  such  that  the
disturbed  observer  error  system (4)  is  GUAS in  the  sense  of
Definition 7.

III.  Main Results

In this  section,  we first  investigate the stability criteria and
the  QTD  observer  design  for  the  nominal  observer  error
system  (5)  in  the  presence  of  asynchronous  delay,  under
MPDT switching. Subsequently, the asynchronous MPDT RPI
set  and  asynchronous  MPDT  GRPI  set  of  the  difference
system  (6)  are  determined.  Finally,  the  stability  of  the
disturbed observer error system (4) is established in the sense
of Definition 7. The relations between the criteria obtained in
this  section  are  illustrated  in Fig. 7 in  Appendix  A.  Most  of
the  proofs  in  the  first  subsection  can  also  be  found  in
Appendix B.

A.  Nominal Systems
Vi(xk,k)A class of  QTD Lyapunov functions ,  allowing the

energy to increase when the unmatched observer is activated,
are  considered  to  establish  the  stability  criterion  for  the
nominal  system  in  nonlinear  cases.  The  energy  increment
should  be  compensated  by  the  decrement  during  matched
stages, such that the overall system is stable. To this end, the
increasing  and  declining  rates  are  restricted  below  certain
values in the following lemma.

xk+1 = fσ(k)(xk) 0 < α < 1 β > 0 µ ≥ 1
T

Vσ(k) : (Rnx ,Z[0,τσ(k)])
→ R σ(k) ∈ I K∞ κ1 κ2

∀σ(k) = i ∈ I ∀k ∈ [ks,k1
s )

Lemma  1: Consider  a  discrete-time  switched  system
, ,  and  are  given

constants.  For  a  prescribed  period  of  persistence ,  suppose
that  there  exist  a  family  of  functions 

, ,  and  two  class  functions  and  such
that: , ,

κ1(∥xk∥) ≤ Vi(xk,φk) ≤ κ2(∥xk∥) (7)
∀k ∈ [ks,ks+Ti)∪ [kr

s,k
r
s+Ti),

Vi(xk+1,φk +1) ≤ βVi(xk,φk) (8)
∀k ∈ [ks+Ti,ks+τi)∪ [kr

s+Ti,kr+1
s ),

Vi(xk+1,φk +1) ≤ αVi(xk,φk) (9)
∀k ∈ [ks+τi,k1

s ),

Vi(xk+1, τi) ≤ αVi(xk, τi) (10)
∀(i, j) ∈ I×I ∀r ∈ Z[1,Q(k1

s ,ks+1)], and 

Vi(xk1
s
,0) ≤ µV j(xk1

s
, τ j) (11)

Vi(xkr
s ,0) ≤ µV j(xkr

s ,T j) (12)
T j ∈ [1,min(τ j−1,T (s))] j ∈ I T (s) ∈ Z[0,T ].where , , 

Then  the  switched  system  is  GUAS  for  asynchronous

MPDT switching signals satisfying

λi = µ
T+1βTατi−TiβTi ≤ 1,∀i ∈ I (13)

Proof: See Appendix B. ■
λi

T

Remark 1: It  is worth noting that  denotes the worst-case
energy coefficient rate during a phase, when the system works
asynchronously  during  the  period  of  in  the  persistence
portion, resulting in the Lyapunov function to be increasing to
the greatest extent. Thus, the system is guaranteed to be stable
in  the  presence  of  consecutive  asynchronous  switchings  as
well  as  the  overlapped  asynchronous  delays,  as  displayed  in
Fig. 1.

Vi(xk,k) := xT
k Pi(k)xk

Next,  the  quasi-time-dependent  (QTD)  Lyapunov  function
is  defined  as ,  and  the  stability  criterion
for the nominal observer error system (5) is established in the
following theorem.

0 < α < 1 β ≥ 1 µ ≥ 1 Pi(φ) ∈ Snx
>0

Ui(φ) ∈ Rnx×ny ∀(i, j) ∈ I×I i , j

Theorem  1: Consider  system  (5),  suppose  there  exist
constants , ,  and matrices  and

, such that , ,

Φi, j(φ+1,φ,k) ⪯ 0,∀φ ∈ Z[0,Ti),∀k ∈ Z[T j,τ j) (14)

Υi(φ+1,φ) ⪯ 0,∀φ ∈ Z[Ti,τi) (15)

Ψi(τi) ⪯ 0 (16)

Pi (0)−µP j (τi) ⪯ 0 (17)

Pi (0)−µP j
(
T j

)
⪯ 0 (18)

T j ∈ Z[1,min(τ j−1,T (s))) T (s) ∈ Z[0,T ]hold, where ,  and

Φi, j(θ1, θ2, θ3)

=

[
Pi (θ1)−2P j (θ3) P j (θ3) Ai−U j (θ3)Ci

∗ −βPi (θ2)

]
(19)

Υi(θ1, θ2)

=

[
Pi (θ1)−2Pi (θ2) Pi (θ2) Ai−Ui (θ2)Ci

∗ −αPi (θ2)

]
(20)

Ψi(θ) =
[
−Pi (θ) Pi (θ) Ai−Ui (θ)Ci
∗ −αPi (θ)

]
. (21)

Then  the  system  (5)  is  GUAS  for  asynchronous  MPDT
signals satisfying

τmin ≥ −
((T +Tmax) lnβ+ (T +1) lnµ+Tmax lnα)

lnα
(22)

τmin =mini∈I τi Tmax =maxi∈ITi

Li(φ) = P−1
i (φ)Ui(φ) φ ∈ Z[Ti,τi].

where , . Moreover, the QTD
observer gain is given by , 

Proof: See Appendix C. ■
Remark  2: Since  the  asynchronous  switching  could  occur

between  any  two  subsystems  at  unpredictable  instants,  all
possible  combinations  of  time  schedules  and  subscripts  in
inequalities (14) are involved to restrict the energy increment
caused by the asynchronous switching.

α β µRemark  3: For  given  constants , , ,  the  inequalities  in
Theorem  1  are  linear  matrix  inequalities  (LMI).  The
subminimal  asynchronous  MPDT  can  be  obtained  through
bisection  on  these  constants  while  guaranteeing  a  feasible
solution for the LMIs.
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Ti = 0 ∀i ∈ I

T↑(ks,ks+1) = ∅ T↓(ks,ks+1) = [ks,ks+1)

A  noteworthy  fact  is  that  if  letting , ,  the
observer  given  in  Theorem  1  will  correspond  to  the  case  of
synchronous  observation.  In  this  case,  the  synchronous
nominal  observer  error  system  is  obtained  by  setting

 and  in (5)

zk+1 = Aizk −Li(φk)Cizk, k ∈ [ks,ks+1). (23)

Ti = 0 ∀i ∈ I Theorem 1

To compare with the performance of synchronous observers
under  asynchronous  switching,  we  also  present  the  QTD
synchronous  observer  design  as  below.  The  proof  can  be
obtained  by  setting ,  in  the  proof  of 
and thus is omitted here.

0 < α < 1 µ ≥ 1 Pi(φ) ∈ Snx
>0

Ui(φ) ∈ Rnx×ny ∀(i, j) ∈ I×I i , j

Corollary  1: Consider  system  (23),  suppose  there  exist
constants ,  and  matrices  and

, such that , ,

Υi(φ+1,φ) ⪯ 0,∀φ ∈ Z[0,τi) (24)

Ψi(τi) ⪯ 0 (25)

Pi (0)−µP j (τi) ⪯ 0 (26)

Pi (0)−µP j
(
T j

)
⪯ 0 (27)

Υi(φ+1,φ) Ψi(τi)
T j ∈ Z[1,min(τ j−1,T (s))) T (s) ∈ Z[0,T ]

hold,  where  and  are  defined  in  (20)  and
(21), respectively, , .  Then the
system (23) is GUAS for MPDT signals satisfying

τmin ≥ −
((T +1) lnµ+Tmax lnα)

lnα
(28)

τmin =mini∈I τi.
Li (φ) = P−1

i (φ)Ui (φ) φ ∈ Z[0,τi].

where  Moreover, the  synchronous  QTD  ob-
server gain is given by , 

Theorem 1

φk
Vi(xk) := xT

k Pixk

Theorem 1

Although  the  QTD  observer  formulation  presented  in
 is generally less conservative compared to the non-

QTD ones [17], the resulting quasi-time-varying close-looped
state  transition  matrix  could  impede  the  calculation  of
invariant sets in the next section. Thus, the non-QTD observer
design is presented in the following corollary based on the -
independent  Lyapunov  function ,  the  proof
can be obtained in a similar vein to the one of  and
thus is omitted.

0 < α < 1 β ≥ 1 µ ≥ 1 Pi ∈ Snx
>0

Ui ∈ Rnx×ny ∀(i, j) ∈ I×I i , j

Corollary  2: Consider  system  (5),  suppose  there  exist
constants , ,  and  matrices  and

, such that , ,

Φi, j ⪯ 0 (29)

Ψi ⪯ 0 (30)

Pi−µP j ⪯ 0 (31)
hold, where

Φi, j =

[
Pi−2P j P jAi−U jCi
∗ −βPi

]
(32)

Ψi =

[
−Pi PiAi−UiCi
∗ −αPi

]
. (33)

Then  the  system  (5)  is  GUAS  for  asynchronous  MPDT
switching signals satisfying

τmin ≥ −
((T +Tmax) lnβ+ (T +1) lnµ+Tmax lnα)

lnα
(34)

τmin =mini∈I τi Tmax =maxi∈ITi.where ,  Moreover, the non-
QTD observer gain is given by

Li = P−1
i Ui, ∀i ∈ I (35)

Corollary 1

Algorithm 1

Remark  4: The  feasible  solutions  of  and
Corollary 2 can be obtained following a similar  procedure to

 by  replacing  the  cost  functions  with  (28)  and
(34),  the  constraints  with  (24)–(27)  and  (29)–(31),
respectively.

Next,  a  numerical  example  is  introduced  to  illustrate  the
validity  of  theoretical  results  in  this  section,  as  well  as  the
discussions above.

Example  1: Consider  a  switched  linear  system  with  two
subsystems

A1 =

[
0.36 0.66
−0.39 1.45

]
, A2 =

[
−0.38 0.74
1.95 2.12

]
B1 =

[
0.2
0.3

]
, B2 =

[
0.3
0.2

]
C1 =

[
0.5 0.1

]
, C2 =

[
0.2 0.2

]
. (36)

Theorem 1

[τ,T ]T

τmin = 8 T1 = T2 = 4 T (s) ≤ 6 Ti τi

α = 0.5 β = 1.05 µ = 1.05 α = 0.3
µ = 1.05

Our  aim is  to  design  a  QTD observer  based  on 
and  Corollary  1  for  the  system  (36).  To  illustrate  the
effectiveness  of  the  proposed  observer  design,  a  fairly  non-
conservative asynchronous MPDT set  is constrained as

, , . Since  is involved in , it is
possible  that  the  system runs  in  the  unmatched  condition  for
the  greater  part  of  the  time.  For  the  observer  designed  by
Theorem  1,  the  constants  searched  through  bisection  are

, , .  For  Corollary  1,  and
.

K = [−2.259,−4.239]

Due  to  the  fact  that  the  subsystems  of  (36)  are  both
unstable,  a  non-switching  observer-based  state-feedback
controller  is  designed to  protect  the  closed-loop system from
divergence  and  the  controller  gain  is  obtained  as

.
As demonstrated in Fig. 3, the asynchronous delays occupy

more  than  half  of  the  domain  (see  the  bottom).  When  the
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Fig. 3.     State responses of the nominal observer error system (36), with ob-
servers designed by Theorem 1 and Corollary 1 under asynchronous MPDT
switching.
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Theorem 1

synchronous observers are applied, the state response tends to
become unstable and an overshoot appears in the presence of
asynchronous  switchings,  while  the  asynchronous  observers
designed  by  stabilizes  the  nominal  observer  error
system of system (36) effectively.

B.  Systems With Bounded Additive Disturbances

Corollary 1

In this subsection, to address the stability of the system (6)
in  the  sense  of  Definition  7,  we  will  first  determine  an
asynchronous  MPDT  RPI  set  and  an  asynchronous  MPDT
GRPI set.  The GRPI set  is  developed on the basis  of  an RPI
set, thus the form and existence proof of the RPI set need to be
presented  first.  Given  the  observer  gains  determined  by

 as  (35),  the  system  (5)  is  GUAS  under
asynchronous MPDT switching. In the following theorem, the
existence of an asynchronous MPDT RPI set is proved.

[τ,T ]T

O([τ,T ]T )

Theorem  2: If  system  (5)  is  GUAS  with  asynchronous
MPDT , then there exists an asynchronous MPDT RPI
set  for system (6).

S t(v),i, j,θi

t(v) = k1
v +T (v) θi

i
At2

t1 :=
∏t2

l=t1
Āσ(l),σ̂(l) t1 ≤ t2 t1 t2 ∈ Z+ {σ (l) |l ∈ Z[t1,t2]} ∈

ζ[τ]T (t2) {σ̂ (l) |l ∈ Z[t1,t2]} ∈ ζ[τ,T ]T (t2)

Proof: First,  define  a  set  denoting  all  possible
disturbance  effects  on  system  (6)  during vth  phase,  where

,  is  the  length  of  dwell-time  portion  of vth
phase and  denotes the subsystem during the dwell-time. Let

, ,  and , 
 and ,

S t(v),i, j,θi =A
t(v)
k1

v
Āθi−Ti

i,i ĀTi−1
i, j BiW

⊕At(v)
k1

v
Āθi−Ti

i,i ĀTi−2
i, j BiW⊕ · · ·

⊕At(v)
k1

v
Āθi−Ti

i,i BiW

⊕At(v)
k1

v
Āθi−Ti−1

i,i BiW⊕ · · ·

⊕At(v)
k1

v
BiW

⊕At(v)
k1

v+1
Bσ(l−1)W⊕ · · ·

⊕At(v)
t(v)Bσ(t(v)−1)W

⊕Bσ(t(v))W.

Θi = {τi, τi+1, . . . ,2τi−1}Define a set  and consider

Ov+1 =co
{
At(v)

k1
v

Āθi−Ti
i,i ĀTi

i, jOv⊕S t(v),i, j,θi :

(i, j) ∈ I×I, T (v) ∈ Z[0,T ], θi ∈ Θi,

{σ (l) |l ∈ Z[k1
v ,t(v)]} ∈ ζ[τ]T (t(v))

}
(37)

(σ(kv),σ(kv−1)) = (i, j) O0 = Λ {0}
Λ := co{Ak

2Bσ(1)W⊕ · · ·⊕ Āσ(k),σ̂(k)Bσ(k−1)W⊕Bσ(k)W : k ∈ Z[1,T ]}
O0 = Λ

O0 = {0}
S := co{S k1

v+T (v),i, j,θi : T (v) ∈ Z[0,T ], (i, j) ∈ I×I, θi ∈
Θi}

where .  Let  or ,  where
.

If letting , the case of a persistence portion existing be-
fore the first phase is considered and  denotes the con-
trary.  Set 

, then

Ov+1 ⊆co
{
At(v)

k1
v

Āθi−Ti
i,i ĀTi

i, jOv⊕S :

(i, j) ∈ I×I,T (v) ∈ Z[0,T ], θi ∈ Θi

{σ (l) |l ∈ Z[k1
v ,t(v)]} ∈ ζ[τ]T (t(v))

}
. (38)

v 0 v ∈ Z≥1Iterating (38) from  to , , one gets

Γv =co
{
[At(v)

k1
v

Āθh−Th
h,h ĀTh

h,σ̂(kv)]

× [At(v−1)
k1

v−1
Āθi−Ti

i,i ĀTi
i,σ̂(kv−1)]× · · ·

× [At(2)
k1

2
Ā
θ j−T j
j, j Ā

T j
j,σ̂(k2)]

× [At(1)
k1

1
Āθm−Tm

m,m ĀTm
m,σ̂(k1)]O0

⊕ [At(v)
k1

v
Āθh−Th

h,h ĀTh
h,σ̂(kv)]

× [At(v−1)
k1

v−1
Āθi−Ti

i,i ĀTi
i,σ̂(kv−1)]× · · ·

× [At(2)
k1

2
Ā
θ j−T j
j, j Ā

T j
j,σ̂(k2)]S⊕ · · ·

⊕ [At(v)
k1

v
Āθh−Th

h,h ĀTh
h,σ̂(kv)]S⊕S

}
Ov ⊆ Γv.

[τ,T ]T x̂kv+1 = Âx̂kv

ζ[τ,T ]T (kv+1) Â ∈ Ξ(Θi,Ti,T ) := {(∏t
l=1

Āσ(l),σ̂(l))Ā
θi−Ti
i,i ĀTi

i, j |t ∈ Z[0,T ] θi ∈ Θi (i, j) ∈ I×I}
Θi

kv kv+r r ∈ Z≥1,

ζ[τ,T ]T (kv+r)
Ξ(Θi,Ti,T )

ϵ ∈ (0,1) η > 0 S ⊆ ηBn ÂS ⊆ ηϵBn

O0 = Λ {0} Λ ⊆ S

and  Given  the  fact  that  system  (5)  is  GUAS  with
asynchronous MPDT set , it follows that  is
asymptotically stable  under  any  admissible  switching  se-
quence  in ,  where 

, , . With a sim-
ilar  use  of  the  finite  set  in  [23], the  evolution  of  subsys-
tems from  to ,  under any switching sequence in

 can  be  represented  by  the  sequential  product  of
matrices  in .  Consequently,  there  exist  constants

 and  satisfying ,  such  that .
Considering  or , , it yields that

Ov ⊆ Γv ⊆ η
(
ϵv+ · · ·+ ϵ +1

)Bn. (39)
Ov ⊆ Ov+1 Ov

(η/(1− ϵ))Bn v→∞
[τ,T ]T

O∞ {Ov|v ∈ Z+}
e0 ∈ O([τ,T ]T ) = O∞ ek ∈ O([τ,T ]T )

ζ[τ,T ]T

w(k) ∈W k ∈ Z≥1

Therefore,  by  (38)  and  (39),  and  that  is
bounded  by  as  are  guaranteed,
respectively.  Thus  there  exists  a  dependent  limit  set

 for  the  set  sequence .  In  consequence,  for
system  (6),  for  any ,  for
any  admissible  asynchronous  MPDT  switching  with

, . ■

Ξ(Θi,Ti,T )
Θi

By the use of non-QTD observer gains, the evolution of the
system  (6)  under  all  admissible  switching  sequences  can  be
represented by combinations of matrices in  with a
finite set ,  while such comparable sets will  not exist  in the
QTD case [21].

O([τ,T ]T )
X Ωi L j

Ri, j
1 (X,W) := {Ai, jx⊕Biw|x ∈ X w ∈W} = Ai, j

X⊕BiW ∀(i, j) ∈ I×I N
Ri, j

N (X,W) := Ri, j
1 (Ri, j

N−1(X,W),W)

Ri, j
0 (X,W) = X N ∈ Z≥1.

Ri, j
N (X,W) = A

N
i, jX⊕A

N−1
i, j BiW⊕ · · ·⊕BiW

R̂i(·,W)
R(·,W) R̃(·,W)

To  compute  the  asynchronous  MPDT  RPI  set ,
one step reachable set of  in subsystem  with observer 
is defined first, , 

, ,  and  an -step  reachable  set  is
accordingly  defined  as ,
where ,  The  expanded  form  is

. In order to compute
the  reachable  set  under  all  admissible  asynchronous  MPDT
switching  sequences,  three  reachable-set  operators ,

 and  are  defined  for  the  periods  of
asynchronous  delay,  dwell-time  portion  and  persistence
portion respectively as follows:
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R̂i(·,W) =
∪
j∈I
Ri, j
Ti

(·,W)

R(·,W) =
∪
i∈I

∪
θi∈Θi

Ri,i
θi−Ti

(
R̂i(·,W),W

)
R̃(·,W) =

∪
t∈Z[0,T ]

∪
{σ(k)}∈ζ[τ,T ]T

Rσ(t),σ̂(t)
1 (Rσ(t−1),σ̂(t−1)

1

× (· · ·Rσ(0),σ̂(0)
1 (·,W) , . . . ,W),W)

k ∈ Z[0,t].

O([τ,T ]T )
where  Based on Theorem 2, the algorithm for com-
putation of the asynchronous MPDT RPI set  is pro-
posed as follows:

O([τ,T ]T )Algorithm 1 Computation of 

W {Ai, j} [τ,T ]TInput: ; ; 
v = 0 Ov = co{R̃({0},W)} {0}1: initial ,  or ;

2: repeat
Ov+1 = co{R̃(R(Ov,W),W)}3: 　 ;
v = v+14: 　 ;

Ov+1 ≡ Ov5: until 
O([τ,T ]T ) = Ov+1Output: 

O([τ,T ]T )
e0 ∈ O([τ,T ]T ) ek O([τ,T ]T )

{ks|s ∈ Z+}
O([τ,T ]T )

O([τ,T ]T )

R̂i(O([τ,T ]T ),W) Ri,i
t (R̂i(O([τ,T ]T ),W),W)

O([τ,T ]T ) t ∈ Z[0,τi−Ti] ∀i ∈ I

It  should  be  noted  that  the  convergence  of  Algorithm  1  is
guaranteed by the existence of . By Definition 4, if

,  only  has  to  stay  inside  at
switching instants , so it is allowable that the states
pass  in  and  out  multiple  times  during  each  phase.
Consider  the  reachable  sets  in  the  asynchronous  MPDT
switching  case,  during  dwell-time  portions,  the  states  are
driven  into  owing  to  the  effect  of  matched
observers,  while  in  persistence  portions  and  asynchronous
observation,  frequent  switching  and  unmatched  observers
generally  take  an  opposite  effect.  It  yields  that

 and  are  not
necessarily the subsets of , , .

Thus, let

Gi
(
[τ,T ]T

)
= co

{ ∪
t∈Z[0,τi−Ti]

(Ri,i
t (R̂i(O([τ,T ]T ),W),W))

×
∪
j∈I

∪
t∈Z[0,Ti]

Ri, j
t (O([τ,T ]T ),W)

}
.

eks ∈ O([τ,T ]T ) ⊆ Gi([τ,T ]T ) ek ∈ Gi([τ,T ]T )
k ∈ Z[ks,ks+1] i = σ(ks)

G([τ,T ]T ) :=
∪

i∈IGi([τ,T ]T )

If ,  we  have ,
, .  Moreover,  the  asynchronous  MPDT

GRPI set  is  obtained  as ,  based
on which the stability criterion of (6) can be established in the
sense of Definition 7 in the following theorem.

ζ[τ,T ]T

G([τ,T ]T )

Theorem 3: Consider the observer error system (4). Suppose
that a set of non-QTD observers exist for the nominal system
(4)  with  asynchronous  MPDT switching .  Then  the  set

 is GUAS for the system (4).

ζ[τ,T ]T

∥zk∥ ≤ κ(∥z0∥) ∀k ∈ Z≥0 ∥zk∥ → 0
k→∞ κ ∈ K∞. εk = zk + ek ek ∈ G([τ,T ]T ),

∥εk∥G([τ,T ]T ) = d(zk + ek,G([τ,T ]T )) ≤ d(zk + ek,

Proof: If there exist a set of observers such that system (5)
is GUAS with the  satisfying (22), then it follows from
Definition  6  that ,  and  as

, where  With  and  it
follows  that 

ek) = ∥zk∥ ≤ κ(∥z0∥) ∥εk∥G([τ,T ]T )→ 0 k→∞. z0
ε0 α α ≤

∥ε0∥G([τ,T ]T ) /∥z0∥ κ(∥z0∥) ≤ κ(∥ε0∥G([τ,T ]T ) /α)
∥εk∥G([τ,T ]T ) ≤ κ(∥ε0∥G([τ,T ]T ) /α) κ(·/α) ∈ K∞

G([τ,T ]T )

 and  as  For any 
and ,  there  exists  a  positive  constant  such  that 

,  thus  we  have 
and , ,  which
indicates  that  is  GUAS  for  the  system  (4)  in  the
sense of Definition 7. ■

G([τ,T ]T )
G([τ,T ]T )

G([τ,T ]T )

Remark  5: For  the  defined  and  calculated  asynchronous
MPDT  GRPI  set ,  once  the  state  trajectory  of
system  (4)  enters ,  it  will  always  remain  inside.
Accordingly, let the asynchronous MPDT GRPI set 
be the cross section of a uniform tube, of which the center is
the state of the nominal observer error system (5), then all the
trajectories of the disturbed observer error system (4) will  be
contained in the uniform tube.

O([τ,T ]T ) G([τ,T ]T )

Remark  6: When  the  union  operations  related  to  the
asynchronous  switching  in  the  calculation  of  asynchronous
MPDT  RPI  set  and  GRPI  set  are
removed,  the  sets  in  the  synchronous  switching  case  will  be
obtained.  Thus  the  MPDT RPI  and  GRPI  sets  in  the  case  of
synchronous switching can be regarded as particular cases of
the  asynchronous  ones  and  the  asynchronous  sets  are  more
general than the synchronous ones.

To show the effectiveness of Theorem 2 and Theorem 3,  a
numerical example is presented here.

Example  2: Consider  a  switched  linear  system  with  two
subsystems

A1 =

[
0.984 0.120
−0.072 0.924

]
, A2 =

[
−0.784 0.441
0.0784 −0.666

]
B1 =

[
0
1

]
, B2 =

[
0

0.5

]
C1 =

[
0.2 0.1

]
, C2 =

[
0.3 0.4

]
. (40)

α = 0.3025
β = 1.2506 µ = 1.2502

The aim is to design a non-QTD observer and calculate the
corresponding  asynchronous  RPI  and  GRPI  sets  for  the
system  (40).  With  the  searched  constants ,

 and ,  the  non-QTD  observer  gains  are
obtained as

L1 = [0.8696;0.7599], L2 = [0.0585;−0.6399].
∥W∥∞ ≤ 0.1

Ov G([τ,T ]T )

O0

Ov

G([τ,T ]T )
O([τ,T ]T )
G([τ,T ]T )

Let  the  disturbance  input  be  restricted  as ,  the
asynchronous MPDT RPI set  and GRPI set  are
derived and illustrated in Fig. 4. We suppose that there exists
a  persistence portion before  the  first  phase starts,  causing 
to be non-zero,  which is  shown in Fig. 4 (a).  It  is  shown that

 almost converges after 10 iterations and eventually reaches
convergence  at  the  14th  iteration.  The  state  trajectory  of  the
difference  system  in  (40)  is  illustrated  in Fig. 4 (b).  It  is
observed that  once the trajectory enters ,  the states
always  remain  in  at  switching  instants  and  stay
inside the GRPI  all the time, though the trajectory
shows some level of chattering when asynchronous delays or
fast switching occurs.

IV.  Experiment With the Space Robot Manipulator

In  this  section,  our  method  is  tested  on  a  space  robot
manipulator  (SRM)  model  to  demonstrate  the  validity  and
applicability.  Let  us  consider  an  SRM  model  with  the
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following rigid-body dynamics equations as proposed in [31]{
N2JinΩ̈+ Jout(Ω̈+ δ̈)+β(Ω̇+ δ̇) = Teff

Jout(Ω̈+ δ̈)+β(Ω̇+ δ̇) = Tdef
(41)

Ω δ Teff Tdef

N β

Jin Jout

where , ,  and  are  variables  representing  the  joint
angle of inertial axis, the joint angle of the output axis, the ef-
fective joint input torque and deformation torque of the gear-
box,  respectively;  is  the gearbox ratio  and  is the damp-
ing  coefficient;  and  stand  for  the  inertia  of  the  input
axis  and output  system,  respectively.  As in  [31],  the  actuator
model of the motor plus the gearbox is formulated as follows:

Teff =NKtic, Tdef = cδ (42)
Kt

ic
u

where  denotes the motor torque constant and c denotes the
spring constant; variable  stands for the motor current, which
is also the control input  to the system. We assume no driv-
etrain loss in the model.

x = [Ω,Ω̇, δ, δ̇]
′

y = [Ω+ δ,NΩ̇]
w

Let  be the state of the SRM system (41) and
 be the output. Suppose there exists an additive

disturbance  in  the  control  input  channel,  then  the  state-
space model of the system can be described as

ẋ =



0 1 0 0
0 0

c
N2Jin

0

0 0 0 1

0 − β
Jout

−
(

c
N2Jin

+
c

Jout

)
− β

Jout


x

+



0
Kt

N Jin
0

− Kt

N Jin


u+



0

Kt

N Jin
0

− Kt

N Jin


w

y =
[

1 0 1 0
0 N 0 0

]
x. (43)

KtIt is known that the motor torque constant  and inertia of

Jinthe input axis  may change abruptly when the SRM system
encounters  failures.  Then (43)  can  be  modeled  as  a  switched
system  under  persistent  dwell-time  switching.  In  this  paper,
we  consider  generalizing  the  allowable  switching  to  a
relatively  broader  scope  by  MPDT  switching.  Suppose  there
are two modes in the switched system, and the corresponding
parameter values are

K{1,2}t = {0.6,0.13}
J{1,2}in = {1.1,0.8}×10−3.

Ts = 0.1(s)
τmin = 4

T1 = T2 = 2 T (s) ≤ 4.
Ti = 0

∀i ∈ I Corollary 1

∥W∥∞ ≤ 0.01
O([τ,T ]T ) G([τ,T ]T )

O([τ,T ]T ) G([τ,T ]T )

O([τ,T ]T ) G([τ,T ]T )

To  apply  our  method  to  the  continuous  model,  the  system
(43) is discretized with a sampling period  and the
asynchronous  MPDT  switching  is  constrained  as ,

 and  The  non-QTD  asynchronous
observers  are  designed  as  in  Corollary  2.  By  setting ,

 in ,  non-QTD  synchronous  observers  are
obtained  and  applied  as  well  for  comparison.  With
disturbances restricted as , the asynchronous RPI
set  and  GRPI  set  are  obtained  and
shown in Fig. 5. Given the fact that the SRM model has four
dimensions, resulting in that  and  can not
be  visualized  directly,  the  figures  shown  here  are  the
projection  of  and  in  two  orthogonal
planes.

uk = Kx̂k

α = 0.9612 β = 1.01 µ = 1.0096
α = 0.05 µ = 1.25

The discretized system is unstable without control input and
performance  of  the  observer  is  difficult  to  determine  in  this
case.  Hence,  an  observer-based  non-switching  state  feedback
controller  is  designed  by  solving  a  constrained
feasibility problem in the form of LMIs, and implemented as
in Fig. 2.  The  controller  gain  is  obtained  as K =  [6.7876,
13.9042,  448.0034,  22.9035].  The  constants  searched  by
bisection  are  also  listed  here:  for  the  observer  designed  by
Corollary  2, ,  and ;  for  that  of
Corollary 1,  and .

The  evolution  of  state  trajectories  of  the  disturbed  and
nominal  observer  error  system  with  the  asynchronous  and
synchronous  observers  is  shown  in Fig. 6,  where  the  four
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Fig. 4.     Visualization of MPDT GRPI set and evolution of the difference system. (a) shows the computation process of Algorithm 2, where the white set de-
notes the initial set  and the darkest set denotes . In (b), evolution of state trajectory is demonstrated in 2D view, where the inner shadowed set is

 and the outer blue dashed line denotes the . A zoom-in display is presented in the bottom of (b) to have a detailed view of the state traject-
ory.
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dimensional  trajectories  are  projected  in  the  same  manner  as
in Fig. 5. The convergence in final phase can be found in the
zoom-in  display  in Fig. 6.  In  the  presence  of  asynchronous
delays  and disturbances,  it  is  noted that  there  are  larger  state
overshoots  in  the  synchronous  observer  case  than  in  the
asynchronous  one.  Additionally,  as  shown  in  the  zoom-in

G([τ,T ]T )
display,  the  asynchronous  observers  are  capable  of  attracting
the  observer  errors  into  and  maintaining  it
consistently, while the synchronous ones fail.

l∞

Remark  7: The  experiment  and  examples  above  show  that
our  approach  is  effective  for  the  observation  of  switched
systems  in  presence  of  asynchronous  switchings  and 
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Fig. 5.     Visualization of the obtained asynchronous RPI set  (the red dashed line) and GRPI set  (the blue dashed line) of the SRM sys-
tem. (a) Projection of  and  in the plane formed by x1 and x4; (b) Projection of  and  in the plane formed by x2 and x3.
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disturbances.  However,  it  should  be  noted  that  when  applied
to  systems  with  a  large  number  of  subsystems,  the  increased
number of  constraints  may inherently  affect  feasibility  of  the
LMIs and application of the proposed method.

V.  Conclusions

l∞

l∞

The  asynchronous  observer  design  problem  of  a  class  of
discrete-time  switched  linear  systems  with  additive 
disturbances  under  MPDT  switching  is  investigated.  The
existence  condition  of  asynchronous  QTD  observers  for  the
nominal  observer  error  system  to  be  GUAS  is  proposed.  A
numerical  example  is  presented  to  demonstrate  the
effectiveness  of  asynchronous  observers  compared  to  the
synchronous  ones.  In  the  presence  of  disturbances,  the
asynchronous MPDT RPI set and the corresponding algorithm
are presented, ensuring that the state of the difference system
remain  inside  the  RPI  set  at  switching  instants.  Furthermore,
the asynchronous MPDT GRPI set is determined as the cross
section  of  a  uniform  tube  of  the  observer  error  system,  of
which the asymptotic stability is demonstrated in the sense of
converging to the asynchronous MPDT GRPI set. Eventually,
an SRM example is introduced to validate the effectiveness of
the proposed method.

Appendix A
Relation Graph of Theorems and Corollaries

The  relationship  among  the  proposed  theorems  and
corollaries  is  given  in Fig. 7.  Lemma  1  is  the  basis  for  all
other  later  derivations  and  provides  a  sufficient  criterion  for
the  GUAS  of  switched  systems  under  general  asynchronous
MPDT  switching.  In  Theorem  1,  considering  a  class  of
quadratic  QTD  Lyapunov  functions,  the  design  of  the
asynchronous  QTD  observer  is  proposed  guaranteeing  the

nominal  observer  error  system  to  be  GUAS.  Let  the
asynchronous  delays  in  Theorem 1  be  zero,  the  synchronous
observer design is obtained in Corollary 1. Based on Theorem
1,  Corollary  2  gives  the  non-QTD  asynchronous  observer
design.  In  Theorem  2,  the  asynchronous  MPDT  RPI  set  is
determined by applying the  results  developed in  Corollary  2.
Based  on  the  proposed  asynchronous  MPDT  RPI  set,  the
asynchronous  GRPI  set  is  further  developed.  Theorem  3
proves  that  the  asynchronous  MPDT  GRPI  set  is  GUAS  for
the observer error system in the sense of Definition 7.

Appendix B
Proof of Lemma 1

β < 1

β ≥ 1.

Proof: First  of  all,  if ,  then  the  system  falls  into  the
class  of  switched  systems  under  synchronous  switching
(where the energy always decays during each subsystem), and
this  lemma  transforms  to  a  stability  criterion  for  the
corresponding system to be GUAS [17]. Thus the proof boils
down to the case 

σ(ks) = i, σ(k1
s +T (s)−1) = l σ(k1

s +T (s)) = j
sth

T (s)

Consider  ,  and 
in  the  phase  of  the  MPDT  switching  signal.  Suppose  an
arbitrary switching occurs within , it follows from (7)–(12)
that

V j(xk1
s+T (s) ,0)

≤ µVl(xk1
s+T (s) ,Tl)

≤ µαTl−Tl Vl(xk1
s+T (s)−Tl+Tl

,Tl)

≤ µαTl−Tlβ
Tl
l Vl(xk1

s+T (s)−Tl
,0).

ks+1 k1
sThen, iterating from  to  with the following procedure,

one gets

V j(xk1
s+T (s) ,0)

≤
Q(ks,ks+1)∏

r=1

(µαTσr−Tσr βTσr )Vσ(k1
s )(xk1

s
,0)

≤
Q(ks,ks+1)∏

r=1

(µαTσr−Tσr βTσr )µVi(xk1
s
, τi)

≤
Q(ks,ks+1)∏

r=1

(µαTσr−Tσr βTσr )µαk1
s−ks+TiβTiVi(xks ,0)

≤
Q(ks,ks+1)∏

r=1

(µαTσr−Tσr β
Tσ(kr

s) )µατi+TiβTiVi(xks ,0)

σr = σ(kr
s) Q(ks,ks+1)

ks ks+1

where  and  denotes  the  number  of
switchings between  and .

β ≥ 1 > α αTi−TiβTi < βTi ∀σ(k) = i ∈ I
V j(xk1

s+T (s) ,0) ≤ µT (s)+1βT (s)
ατi−TiβTiVi(xks ,0) < µT+1×

βTατi−TiβTiVi(xks ,0) λmax :=maxi∈I λi

λmax ≤ 1

Vσ(ks+1)(xks+1 ,0) ≤ λmaxVσ(ks)(xks ,0) ≤ · · · ≤ λs−1
maxµ

TβT×
Vσ(0)(x0,0) ∥xk∥ ≤ κ−1

1 (λs−1
maxµ

TβT κ2(∥xk∥))
∥xk∥ ≤ κ3(∥xk∥) κ3(∥·∥) := κ−1

1 (λs−1
max

µTβT κ2(∥·∥))
xk+1 = fσ(k)(xk)

Since , it holds that , .
We have 

.  Let ,  combined  with
(13),  one  has .  Take  the  fact  that  a  period  of
persistence  may  exist  before  the  first  phase  into  account,  it
follows 

.  From  (7),  holds.
Thus, with (7)–(12), , where 

.  Therefore  the  global  uniform  asymptotic
stability  of  the  switched  system  can  be
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inferred by Definition 6. ■
Appendix C

Proof of Theorem 1

Pi(φ+1) ∈ Snx
>0 φ ∈ Z[0,τi],

∀i ∈ I [(Pi−P′j)P
−1
i (Pi−P j)] ⪰ 0

(Pi(θ1)−2P j(θ3)) ⪰ −P′j(θ3)P−1
i (θ1)P j(θ3)

Proof: First  of  all,  for  matrix , 
, from the fact that , we have

. Thus the following
inequalities hold:

Φ̂i, j(θ1, θ2, θ3) ⪯ Φi, j(θ1, θ2, θ3) (44)

Υ̂i(θ1, θ2) ⪯ Υi(θ1, θ2) (45)
where

Φ̂i, j(θ1, θ2, θ3)

=

[
−P′j (θ3) P−1

i (θ1) P j (θ3) P j (θ3)
(
Ai−L j (θ3)Ci

)
∗ −βPi (θ2)

]
Υ̂i(θ1, θ2)

=

[
−P′i (θ2) P−1

i (θ1) Pi (θ2) Pi (θ2) (Ai−Li (θ2)Ci)
∗ −αPi (θ2)

]
.

With (14), (15), (44) and (45), the following inequalities are
guaranteed:

Φ̂i, j(φ+1,φ,k) ⪯ 0 (46)

Υ̂i(φ+1,φ) ⪯ 0. (47)

diag{P−1
i (τi) , I} diag{P−1

j (k), I} diag{P−1
i (φ), I}

Vi(ek,φk) = eT
k Pi(φ)ek φ = φk ∈ Z[0,τi] ∀i ∈ I

Perform  congruence  transformation  to  (16),  (46)  and  (47)
with ,  and ,
respectively.  With  the  Schur  complement,  one  gets  (8)–(12)
for , , .

0 < α < 1 β ≥ 1
ατi−Ti ≤ ατmin−Tmax βTi ≤ βTmax

µT+1βTατi−TiβTi ≤ ϑ ≤ 1 ∀i ∈ I

With  (22)  and  the  fact  that , ,
 and ,  it  follows  that

,  and (13)  is  guaranteed.  Then
by Lemma 1, the nominal observer error system (5) is GUAS
for asynchronous MPDT switching signals satisfying (22). ■
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